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3.1 Introduction

It is a well-known premise in engineering that the conception of a complex construction
without a prior understanding of the underlying building blocks is a sure road to failure.
This surely holds for digital circuit design as well. The basic building blocks in today’s
digital circuits are the silicon semiconductor devices, more specifically the MOS transis-
tors and to alesser degree the parasitic diodes, and the interconnect wires. The role of the
semiconductor devices has been appreciated for a long time in the world of digital inte-
grated circuits. On the other hand, interconnect wires have only recently started to play a
dominant role as aresult of the advanced scaling of the semiconductor technology.

Giving the reader the necessary knowledge and under standing of these components
is the prime motivation for the next two chapters. It is not our intention to present an in-
depth treatment of the physics of semiconductor devices and interconnect wires. We refer
the reader to the many excellent textbooks on semiconductor devices for that purpose,
some of which are referenced in theTo Probe Further section at the end of the chapters.
The goal israther to describe the functional operation of the devices, to highlight the prop-
erties and parameters that are particularly important in the design of digital gates, and to
introduce notational conventions.

Another important function of this chapter is the introduction omodels. Taking all
the physical aspects of each component into account when designing complex digital cir-
cuits leads to an unnecessary complexity that quickly becomes intractable. Such an
approach is similar to considering the molecular structure of concrete when constructing a
bridge. To deal with thisissue, an abstraction of the component behavior called anodel is
typically employed. A range of models can be conceived for each component presenting a
trade-off between accuracy and complexity. A simple first-order model is useful for man-
ual analysis. It has limited accuracy but helps us to understand the operation of the circuit
and its dominant parameters. When more accurate results are needed, complex, second- or
higher-order models are employed in conjunction with computer-aided simulation. In this
chapter, we present both first-order models for manual analysis as well as higher-order
models for simulation for each component of interest.

Designers tend to take the component parameters offered in the models for granted.
They should be aware, however, that these are only nominal values, and that the actual
parameter values vary with operating temperature, over manufacturing runs, or even over
a single wafer. To highlight this issue, a short discussion orprocess variations and their
impact is included in the chapter.

3.2 TheDiode

Although diodes rarely occur directly in the schematic diagrams of present-day digital
gates, they are still omnipresent. Each MOS transistor implicitly contains a number of
reverse-biased diodes that directly influence the behavior of the device. Especially, the
voltage-dependent capacitances contributed by these parasitic elements play an important
role in the switching behavior of the MOS digital gate. Diodes are also used to protect the
input devices of an IC against static charges. Therefore, a brief review of the basic proper-
ties and device equations of the diode is appropriate. Rather than being comprehensive,
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we choose to focus on those aspects that prove to be influential in the design of digital
MOS circuits, this is the operation in reverse-biased mode!

321 AFirst Glance at the Diode— The Depletion Region

The pn-junction diode is the simplest of the semiconductor devices. Figure 3.1a shows a
cross-section of atypical pn-junction. It consists of two homogeneous regions op- and n-
type material, separated by a region of transition from one type of doping to another,
which is assumed thin. Such adeviceis called astep or abrupt junction. The p-type mate-
rial is doped with acceptor impurities (such as boron), which results in the presence of
holes as the dominant or majority carriers. Similarly, the doping of silicon wittdonor
impurities (such as phosphorus or arsenic) creates ann-type material, where electrons are
the majority carriers. Aluminum contacts provide access to thep- and n-terminals of the
device. The circuit symbol of the diode, as used in schematic diagrams, is introduced in
Figure 3.1c.

To understand the behavior of thepn-junction diode, we often resort to a one-dimen-
sional simplification of the device (Figure 3.1b). Bringing thep- and n-type materials
together causes a large concentration gradient at the boundary. The electron concentration
changes from a high value in then-type material to a very small value in thep-type
material. The reverse is true for the hole concentration. This gradient causes electrons to

B

(a) Cross-section of pn-junction in an IC process

A Al

A A

- B

B Figure3.1 Abrupt pn-junction diode
b) One-dimensional . and its schematic symbol.
() representation (c) Diode symbol

1 We refer the interested reader to the web-site of the textbook for a comprehensive description of the
diode operation.
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diffuse fromn to p and holes to diffuse fromp to n. When the holes |eave thep-type mate-
rial, they leave behind immobile acceptor ions, which are negatively charged. Conse-
quently, the p-type material is negatively charged in the vicinity of then-boundary.
Similarly, a positive charge builds up on then-side of the boundary as the diffusing elec-
trons leave behind the positively charged donor ions. The region at the junction, where the
majority carriers have been removed, leaving the fixed acceptor and donor ions, is called
the depletion or space-charge region. The charges create an electric field across the
boundary, directed from then to the p-region. This field counteracts the diffusion of holes
and electrons, as it causes electrons todrift from p to n and holes to drift fromn to p.
Under equilibrium, the depletion charge sets up an electric field such that the drift currents
are equal and opposite to the diffusion currents, resulting in a zero net flow.

The above analysisis summarized in Figure 3.2 that plots the current directions, the
charge density, the electrical field, and the electrostatic field of the abruppn-junction
under zero-bias conditions. In the device shown, thegp material is more heavily doped than
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Figure3.2 The abrupt pn-junction under equilibrium bias.
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the n, or N, > Np, with N, and N the acceptor and donor concentrations, respectively.
Hence, the charge concentration in the depletion region is higher on thg-side of the junc-
tion. Figure 3.2 also shows that under zero bias, there exists a voltage  across the junc-
tion, called thebuilt-in potential . This potential has the value

NN
fo= fTIn[ ’?‘ZDJ (3.1)

wheref ;isthethermal voltage
fr= k—qT = 26mV at 300 K 3.2)

The quantity n; is the intrinsic carrier concentration in a pure sample of the semiconductor
and equals approximately 1.5" 10%° cm at 300 K for silicon.

Example 3.1 Built-in Voltage of pn-junction

An abrupt junction has doping densities of N, = 10%° atoms/cn®, and Ny = 10%® atoms/cn’.
Calculate the built-in potential at 300 K.
From Eq. (3.1),

15 - 16
fo= 26|n[uJ mV= 638 mvV
225 102

3.2.2  Static Behavior

The ldeal Diode Equation

Assume now that a forward voltageVy, is applied to the junction or, in other words, that
the potential of thep-region is raised with respect to then-zone. The applied potential |ow-

ers the potential barrier. Consequently, the flow of mobile carriers across the junction
increases as the diffusion current dominates the drift component. These carriers traverse

A Minority carrier concentration
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Figure3.3 Minority carrier concentrations in the neutral region near an abruptpn-junction under forward-bias
conditions.
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the depletion region and are injected into the neutraln- and p-regions, where they become
minority carriers, asisillustrated in Figure 3.3. Under the assumption that no voltage gra-
dient exists over the neutral regions, which is approximately the case for most modern
devices, these minority carriers will diffuse through the region as aresult of the concentra-
tion gradient until they get recombined with a majority carrier. The net result is a current
flowing through the diode from thep-region to then-region, and the diode is said to be in
the forward-bias mode.

On the other hand, when a reverse voltageV, is applied to the junction or when the
potential of the p-region is lowered with respect to then-region, the potential barrier is
raised. This results in a reduction in the diffusion current, and the drift current becomes
dominant. A current flows from then-region to thep-region. Since the number of minority
carriers in the neutral regions (electrons in thep-zone, holes in then-region) is very small,
this drift current component is virtually ignorable Figure 3.4). It is fair to state that in the
reverse-bias mode the diode operates as a nonconducting, or blocking, device. The diode
thus acts as a one-way conductor.

A Minority carrier concentration
5 5
@ 5 Pro 8
Y g <
o [e]
2 5 2
g ] g
g npO o pn(x) g
o] o]
s s
() R
L
W, p-region -w; 0w, n-region W, X
Figure 3.4 Minority carrier concentration in the neutral regions near thepn-junction under reverse-bias
conditions.

The most important property of the diode current is it&xponential dependence upon
the applied bias voltage. Thisisillustrated in Figure 3.5, which plots the diode current
as afunction of the bias voltageVp. The exponential behavior for positive-bias voltagesis
even more apparent in Figure 3.5b, where the current is plotted on alogarithmic scale. The
current increases by a factor of 10 for every extra 60 mV (= 2.3f ;) of forward bias. At
small voltage levels (Vp < 0.15 V), a deviation from the exponential dependence can be
observed, which is due to the recombination of holes and electrons in the depletion region.

The behavior of the diode for both forward- and reverse bias conditions is best
described by the well-knownideal diode equation, which relates the current through the
diode |, to the diode bias voltageVy

Iy = Ig(e¥or—1) (3.3)

Observe how Eg. (3.3) corresponds to the exponential behavior plotted in Figure 3.5f ; is
the thermal voltage of Eq. (3.2) and is equal to 26 mV at room temperature.

| srepresents a constant value, called thesaturation current of the diode. It is propor-
tional to the area of the diode, and a function of the doping levels and widths of the neutral
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Figure3.5 Diode current as afunction of the bias voltage/p,.

regions. Most often, |5 is determined empirically.It is worth mentioning that in actual
devices, the reverse currents are substantially larger than the saturation currenig. Thisis
due to the thermal generation of hole and electron pairs in the depletion region. The elec-
tric field present sweeps these carriers out of the region, causing an additional current
component. For typical silicon junctions, the saturation current is nominally in the range
of 10" A/mm?, while the actual reverse currents are approximately three orders of magni-
tude higher. Actual device measurements are, therefore, necessary to determine realistic
values for the reverse diode leakage currents.

Models for Manual Analysis

The derived current-voltage equations can be summarized in a set of simple models that

are useful in the manual analysis of diode circuits. A first model, shown in Figure 3.63, is
based on the ideal diode equation Eq. (3.3). While this model yields accurate results, it has
the disadvantage of being strongly nonlinear. This prohibits a fast, first-order analysis of
the dc-operation conditions of a network. An often-used, simplified model is derived by
inspecting the diode current plot of Figure 3.5. For a“fully conducting” diode, the voltage
drop over the diodeV, liesin a narrow range, approximately between 0.6 and 0.8 V. To a

‘jy Ip=Ie%r —1) o
+ +

VD VD VDon

(a) Ideal diode model (b) First-order diode model

Figure3.6 Diode models.
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first degree, it is reasonable to assume that a conducting diode has a fixed voltage drop
Vpon OVer it. Although the value ofV,, depends upon I, a value of 0.7 V is typically
assumed. This givesriseto the model of Figure 3.6b, where a conducting diode is replaced
by afixed voltage source.

Example 3.2 Analysis of Diode Network

Consider the simple network of Figure 3.7 and assume thatvs= 3V, Rg= 10 kWand Ig= 0.5
” 107 A. The diode current and voltage are related by the following network equation

Vs- Rdp=Vp

Inserting the ideal diode equation and (painfully) solving the nonlinear equation using either
numerical or iterative techniques yields the following solutioniy = 0.224 mA, and Vp =
0.757 V. The simplified model withVp, = 0.7 V produces similar results (V, = 0.7 V, I =
0.23 A) with far less effort. It hence makes considerable sense to use this model when deter-
mining afirst-order solution of a diode network.

Rs

Ip
y
Vs Vo

— Figure3.7 A simple diode circuit.

3.23 Dynamic, or Transient, Behavior

So far, we have mostly been concerned with the static, or steady-state, characteristics of
the diode. Just as important in the design of digital circuits is the response of the device to
changes in its bias conditions. The transient, or dynamic, response determines the maxi-
mum speed at which the device can be operated. Because the operation mode of the diode
is a function of the amount of charge present in both the neutral and the space-charge
regions, its dynamic behavior is strongly determined by how fast charge can be moved
around.

While we could embark at this point onto an in-depth analysis of the switching
behavior of the diode in the forward-biasing mode, it is our conviction that this would be
besides the point and unnecessarily complicate the discussion. In fact, all diodes in an
operational MOS digital integrated circuit are reverse-biased and are supposed to remain
so under al circumstances. Only under exceptional conditions may forward-biasing occur.
A signal over(under) shooting the supply rail is an example of such. Due to its detrimental
impact on the overall circuit operation, this should be avoided under all circumstances.

Hence, we will devote our attention solely to what governs the dynamic response of
the diode under reverse-biasing conditions, the depletion-region charge.
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Depletion-Region Capacitance

In the ideal model, the depletion region is void of mobile carriers, and its charge is deter-
mined by the immobile donor and acceptor ions. The corresponding charge distribution
under zero-bias conditions was plotted in Figure 3.2. This picture can be easily extended
to incorporate the effects of biasing. At an intuitive level the following observations can
be easily verified— under forward-bias conditions, the potential barrier is reduced, which
means that less space charge is needed to produce the potential difference. This corre-
sponds to a reduced depletion-region width. On the other hand, under reverse conditions,
the potential barrier is increased corresponding to an increased space charge and a wider
depletion region. These observations are confirmed by the well- known depletion-region
expressions given below (a derivation of these expressions, which are valid for abrupt
junctions, is either simple or can be found in any textbook on devices such as [Howe97]).
One observation is crucial — due to the global charge neutrality requirement of the diode,
the total acceptor and donor charges must be numerically equal.

1. Depletion-region charge (Vs positive for forward bias).

Q = AD/\/?esinA/:_ NDDg(fo_VD) (3.4)
2. Depletion-region width.
— _ [a28§Na+ Ny
W, = W,-W, = f\/éF —NAND Q(fO—VD) (3.5

3. Maximum electric field.

= a9 NaNo o
E, Jéesi oo~ Vo) (36)
In the preceding eguationsey stands for the electrical permittivity of silicon and equals 11.7
times the permittivity of avacuum, or 1.053" 10"1° F/m. The ratio of then- versus p-side
of the depletion-region width is determined by the doping-level ratiosV,/(- W;) = Na/Np.

From an abstract point of view, it is possible to visualize the depletion region as a
capacitance, albeit one with very special characteristics. Because the space-charge region
contains few mobile carriers, it acts as an insulator with a dielectric constaniy of the
semiconductor material. Then- and p-regions act as the capacitor plates. A small change
in the voltage applied to the junctiondVy, causes a change in the space chargedQ;. Hence,
adepletion-layer capacitance can bedefined

dQ; 2859 NaNp g
C=_3=p, &S _ADOi _y )1
] dVD D/\/eZNA"'NEg(O D)

=S

J1-Vpdf,
where Cjq is the capacitance under zero-bias conditions and is only a function of the phys-
ical parameters of the device.

(3.7)
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Figure3.8 Junction capacitance (in fFim?) as a function of the applied bias voltage.

_ a9 NaNp . 4
CJO—AD«/é2 NA+NDf5f° (3.8
Notice that the same capacitance value is obtained when using the standard parallel-plate
capacitor equation C; = ey Ap/W, (with W, given in Eq. (3.5)). Typically, theAy, factor is
omitted, and C; and C;, are expressed as a capacitance/unit area.

The resulting junction capacitance is plotted in the function of the bias voltage in
Figure 3.8 for a typical silicon diode found in MOS circuits. A stronghonlinear depen-
dence can be observed. Note also that the capacitance decreases with an increasing reverse
bias: areverse bias of 5V reduces the capacitance by more than a factor of two.

Example 3.3 Junction Capacitance

Consider the following silicon junction diode:Cjo =2~ 10°° F/n?, Ay = 0.5 nm?, and f, =
0.64 V. A reverse bias of - 2.5 V results in a junction capacitance of 0.9 102 F/m? (0.9
fF/mm?, or, for the total diode, a capacitance of 0.45 fF.

Equation (3.7) is only valid under the condition that thepn-junction is an abrupt
junction, where the transition fromn to p material is instantaneous. This is often not the
case in actual integrated-circuitpn-junctions, where the transition fromn to p material can
be gradual. In those cases, a linear distribution of the impurities across the junction is a
better approximation than the step function of the abrupt junction. An analysis of the
linearly-graded junction shows that the junction capacitance equation of Eq. (3.7) still
holds, but with a variation in order of the denominator. A more generic expression for the
junction capacitance can be provided,

%ﬁ

-t

.

\

Q)
7



é chapter3.fm Page 53 Monday, September 6, 1999 1:50 PM

A

Section 3.2 The Diode 53

- S0 (3.9)

C
b (1-VpEgm

wheremis called thegrading coefficient and equals 1/2 for the abrupt junction and 1/3 for
the linear or graded junction. Both cases are illustrated in Figure 3.8.

Large-Signal Depletion-Region Capacitance

Figure 3.8 raises awareness to the fact that the junction capacitance is a voltage-dependent
parameter whose value varies widely between bias points. In digital circuits, operating
voltages tend to move rapidly over a wide range. Under those circumstances, it is more
attractive to replace the voltage-dependent, nonlinear capacitanceC; by an equivalent, lin-
ear capacitance Cy,. C is defined such that, for a given voltage swing from voltage¥;q,
to V|4, the same amount of charge is transferred as would be predicted by the nonlinear
model

DQ; i(Vhign) —Q;(V/
o = DQ, _ Qi(Vhigh) = Qi(Viow) = KeqCio (3.10)
DVp Vhigh = View

Combining Eg. (3.4) (extended to accommodate the grading coefficienim) and Eq.
(3.10) yields the value of K.

£

K =
& (Vhigh =Viow)(1—m)

[(fo=Vhign)t ™™= (fo=Vigw) T (3.11)

Example 3.4 Average Junction Capacitance

The diode of Example 3.3 is switched between 0 and- 2.5 V. Compute the average junction
capacitance (m = 0.5).

For the defined voltage range and forf ;= 0.64 V, K, evaluates to 0.622. The average
capacitance hence equals 1.24 fFhm?.

324  TheActual Diode— Secondary Effects

In practice, the diode current isless than what is predicted by the ideal diode equation. Not
all applied bias voltage appears directly across the junction, as there is always some volt-
age drop over the neutral regions. Fortunately, the resistivity of the neutral zonesis gener-
ally small (between 1 and 100W, depending upon the doping levels) and the voltage drop
only becomes significant for large currents (>1 mA). This effect can be modeled by add-
ing aresistor in series with then- and p-region diode contacts.

In the discussion above, it was further assumed that under sufficient reverse bias, the
reverse current reaches a constant value, which is essentially zero. When the reverse bias
exceeds a certain level, called thebreakdown voltage, the reverse current shows a dra-
matic increase as shown in Figure 3.9 In the diodes found in typical CMOS processes,
thisincrease is caused by theavalanche breakdown. The increasing reverse bias heightens
the magnitude of the electrical field across the junction. Consequently, carriers crossing
the depletion region are accelerated to high velocity. At a critical fieldg;,, the carriers

.
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Figure 3.9 -V characteristic of junction
-01 ' ' diode, showing breakdown under reverse-
-25.0 -15.0 50 0 50 bias conditions (Breakdown voltage = 20 V).

Vo (V)

reach a high -enough energy level that electron-hole pairs are created on collision with
immobile silicon atoms. These carriers create, in turn, more carriers before leaving the
depletion region. The value of E,,;,is approximately 2” 10 ° V/cm for impurity concentra-
tions of the order of 10 cm 3. While avalanche breakdown in itself is not destructive and
its effects disappear after the reverse bias is removed, maintaining a diode for along time
in avalanche conditions is not recommended as the high current levels and the associated
heat dissipation might cause permanent damage to the structure. Observe thatavalanche
breakdown is not the only breakdown mechanism encountered in diodes. For highly doped
diodes, another mechanism, called Zener breakdown, can occur. Discussion of this phe-
nomenon is beyond the scope of this text

Finally, it is worth mentioning that the diode current is affected by the operating
temperature in a dual way:

1. The thermal voltagef 1, which appears in the exponent of the current equation, is
linearly dependent upon the temperature. An increase inf  causes the current to
drop.

2. The saturation current |5 is also temperature-dependent, as the thermal equilibrium
carrier concentrations increase with increasing temperature. Theoretically, the satu-
ration current approximately doubles every 5 °C. Experimentally, the reverse cur-
rent has been measured to double every 8 °C.

This dual dependence has a significant impact on the operation of adigital circuit. First of
all, current levels (and hence power consumption) can increase substantially. For instance,
for aforward bias of 0.7 V at 300 K, the current increases approximately 6%/°C, and dou-
bles every 12 °C. Secondly, integrated circuits rely heavily on reverse-biased diodes as
isolators. Increasing the temperature causes the leakage current to increase and decreases
the isolation quality.

3.25 TheSPICE Diode Model

In the preceding sections, we have presented a model for manual analysis of a diode cir-
cuit. For more complex circuits, or when a more accurate modeling of the diode that takes
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into account second-order effects is required, manual circuit evaluation becomes intracta-
ble, and computer-aided simulation is necessary. While different circuit simulators have
been developed over the last decades, the SPICE program, developed at the University of
California at Berkeley, is definitely the most successful [Nagel75]. Simulating an inte-
grated circuit containing active devices requires a mathematical model for those devices
(which is called the SPICE model in the rest of the text). The accuracy of the simulation
depends directly upon the quality of this model. For instance, one cannot expect to see the
result of a second-order effect in the simulation if this effect is not present in the device
model. Creating accurate and computation-efficient SPICE models has been a long pro-
cess and is by no means finished. Every major semiconductor company has devel oped
their own proprietary models, which it claims have either better accuracy or computational
efficiency and robustness.

The standard SPICE model for a diode is simple, as shown in Figure 3.10. The
steady-state characteristic of the diode is modeled by the nonlinear current sourcé,,
which isamodified version of the ideal diode equation

N

Figure 3.10 SPICE diode model.

Iy = Ig(e¥o™r—1) (3.12)

The extra parameter n is called the emission coefficient. It equals 1 for most com-
mon diodes but can be somewhat higher than 1 for others. The resistorR, models the
series resistance contributed by the neutral regions on both sides of the junction. For
higher current levels, this resistance causes the internal diodeVy to differ from the exter-
nally applied voltage, hence causing the current to be lower than what would be expected
from the ideal diode equation.

The dynamic behavior of the diode is modeled by the nonlinear capacitance,,
which combines the two different charge-storage effects in the diode: the space (or deple-
tion-region) charge, and the excess minority carrier charge. Only the former was discussed
in this chapter, as the latter is only an issue under forward-biasing conditions.

C'O tTIS Vp enf
Cp = —L—— + =™ (3.13)
(1-Vpefg)m fyq

A listing of the parameters used in the diode model isgivenin Table 3.1. Besidesthe
parameter name, symbol, and SPICE name, the table contains also the default value used
by SPICE in case the parameter is left undefined. Observe that this table is by no means
complete. Other parameters are available to govern second-order effects such as break-

.
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down, high-level injection, and noise. To be concise, we chose to limit the listing to the
parameters of direct interest to this text. For a complete description of the device models
(as well as the usage of SPICE), we refer to the numerous textbooks devoted to SPICE
(e.g., [Banhzaf92], [Thorped?2]).

Table3.1 First-order SPICE diode model parameters.

Parameter Name Symbol SPICE Name Units Default Value
Saturation current Is IS A 10E-14
Emission coefficient n N - 1

Seriesresistance Rs RS w 0

Transit time ty TT s 0
Zero-biasjunction Cio CJ0 F 0
capacitance
Grading coefficient m M - 0.5
Junction potential fo \A \% 1

3.3 TheMOS(FET) Transistor

The metal-oxide-semiconductor field-effect transistor (MOSFET or MOS, for short) is
certainly the workhorse of contemporary digital design. Its major asset from a digital per-
spective is that the device performs very well as a switch, and introduces little parasitic
effects. Other important advantages are its integration density combined with a relatively
“simple” manufacturing process, which make it possible to produce large and complex
circuitsin an economical way.

Following the approach we took for the diode, we restrict ourselves in this section to
a general overview of the transistor and its parameters. After a generic overview of the
device, we present an analytical description of the transistor from a static (steady-state)
and dynamic (transient) viewpoint. The discussion concludes with an enumeration of
some second-order effects and the introduction of the SPICE M OS transistor models.

3.3.1 A First Glance at the Device

The MOSFET is a four terminal device. The voltage applied to thegate terminal deter-
mines if and how much current flows between thesource and the drain ports. The body
represents the fourth terminal of the transistor. Its function is secondary asit only servesto
modul ate the device characteristics and parameters.

At the most superficial level, the transistor can be considered to be a switch. When a
voltage is applied to the gate that is larger than a given value called thehreshold voltage
V+, aconducting channel is formed between drain and source. In the presence of a voltage
difference between the latter two, current flows between them. The conductivity of the

channel is modulated by the gate voltage— the larger the voltage difference between gate

and source, the smaller the resistance of the conducting channel and the larger the current.
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When the gate voltage is lower than the threshold, no such channel exists, and the switch
is considered open.

Two types of MOSFET devices can be identified. The NMOS transistor consists of
n* drain and source regions, embedded in ap-type substrate. The current is carried by
electrons moving through ann-type channel between source and drain. Thisisin contrast
with the pn-junction diode, where current is carried by both holes and electrons. MOS
devices can also be made by using ann-type substrate and p* drain and source regions. In
such atransistor, current is carried by holes moving through g-type channel. The device
is called a p-channel MOS, or PMOS transistor. In a complementary MOS technology
(CMQS), both devices are present. The cross-section of a contemporary dual-well CMOS
process was presented in Chapter 2, and is repeated here for convenience Figure 3.11).

gate-oxide
Tisi, AlCu
Sio,
Tungsten
[poly |
Sio,
n+ p-epi p+
p+

Figure3.11 Cross-section of contemporary dual-well CMOS process.

Circuit symbols for the various MOS transistors are shown in Figure 3.12. As men-
tioned earlier, the transistor is a four-port device with gate, source, drain, and body termi-
nals (Figures aand c). Since the body is generally connected to adc supply that isidentical
for al devices of the same type (GND for NMOS,V,, for PMOS), it is most often not
shown on the schematics (Figures b and d).If the fourth terminal is not shown, it is
assumed that the body is connected to the appropriate supply.

S
< JrL,
B
(a8 NMOS transistor
as 4-terminal device

S
< JvL,
B
(a) PMOS transistor
as 4-terminal device

G——I_l_—D

(b) NMOS transistor
as 3-terminal device

G——I_l_—D

(d) PMOS transistor
as 3-terminal device

%ﬁ

Figure3.12 Circuit symbolsfor
MOS transistors.
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3.3.2 TheMOSTransistor under Static Conditions

In the derivation of the static model of the MOS transistor, we concentrate on the NMOS
device. All the arguments made are valid for PMOS devices as well aswill be discussed at
the end of the section.

The Threshold Voltage

Consider first the case whereVg= 0 and drain, source, and bulk are connected to ground.
The drain and source are connected by back-to-backpn-junctions (substrate-source and
substrate-drain). Under the mentioned conditions, both junctions have a0 V bias and can
be considered off, which results in an extremely high resistance between drain and source.

Assume now that a positive voltage is applied to the gate (with respect to the
source), as shown in Figure 3.13. The gate and substrate form the plates of a capacitor
with the gate oxide as the dielectric. The positive gate voltage causes positive charge to
accumulate on the gate electrode and negative charge on the substrate side. The latter
manifests itself initially by repelling mobile holes. Hence, a depletion region is formed
below the gate. This depletion region is similar to the one occurring in gn-junction
diode. Consequently, similar expressions hold for the width and the space charge per unit
area. Compare these expressions to Eqg. (3.4) and Eq. (3.5).

Wd = E (3.14)
N AN

Qu = J2aNpegf (315

with N4 the substrate doping andf the voltage across the depletion layer (i.e., the potential
at the oxide-silicon boundary).

As the gate voltage increases, the potential at the silicon surface at some point
reaches a critical value, where the semiconductor surface inverts ton-type material. This

and

n-channel Depletion
region

p-substrate

Figure3.13 NMOS transistor for positiveVgg showing depletion region and induced channel.
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point marks the onset of a phenomenon known asstrong inversion and occurs at a voltage
equal to twice theFermi Potential (Eq. (3.16)) (f  » - 0.3V for typical p-type silicon sub-
strates):

fp=- TIn(%*) (3.16)
|

Further increases in the gate voltage produce no further changes in the depletion-
layer width, but result in additional electrons in the thin inversion layer directly under the
oxide. These are drawn into the inversion layer from the heavily dopeth+ source region.
Hence, a continuous n-type channel is formed between the source and drain regions, the
conductivity of which is modulated by the gate-source voltage.

In the presence of an inversion layer, the charge stored in the depletion region is
fixed and equals

Qpo = /20N &g |=2f | (3.17)

This picture changes somewhat in case a substrate bias voltageVg is applied (Vg is nor-
mally positive forn-channel devices). This causes the surface potential required for strong
inversion to increase and to become |-2f p + Vg|. The charge stored in the depletion
region now is expressed by Eq. (3.18)

Qg = J20aNpeg(|-2f £ + V) (3.18)

The value of Vg where strong inversion occurs is called thethreshold voltage V5.
V; is afunction of several components, most of which are material constants such as the
difference in work-function between gate and substrate material, the oxide thickness, the
Fermi voltage, the charge of impurities trapped at the surface between channel and gate
oxide, and the dosage of ions implanted for threshold adjustment. From the above argu-
ments, it has become clear that the source-bulk voltage/g; has an impact on the threshol d.
as well. Rather than relying on a complex (and hardly accurate) analytical expression for
the threshold, we rely on an empirical parameter calledvy,, which is the threshold voltage
for Vg = 0, and is mostly a function of the manufacturing process. The threshold voltage
under different body-biasing conditions can then be determined in the following manner,

Vi = Voo + g(J|-2f ¢ + V| = /-2 ]) (3.19)

The parameter g (gamma) is called thebody-effect coefficient, and expresses the impact of
changes in Vg. Observe that the threshold voltage has apositive value for a typical
NM OS device, while it isnegative for a normal PMOS transistor.
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The effect of the well bias on the
o ‘ ‘ ‘ ‘ threshold voltage of an NMOS
) | transistor is plotted in for typical
values of |-2f | = 0.6 V and g =
0.4 V%5, A negative bias on the
well or substrate causes the
threshold to increase from 0.45 V
to 0.85 V. Note also that Vg
always hasto be larger than -0.6
in an NMOS. If not, the source-
body diode becomes forward
045 2 15 1 o5 0 biased, which deteriorates the

Vs ) transistor operation.

BS(

Figure3.14 Effect of body-bias on theshold.

Example 3.5 Threshold Voltage of a PMOS Transistor

An PMOS transistor has a threshold voltage of -0.4 V, while the body-effect coefficient
equals -0.4. Compute the threshold voltage forVg =-2.5V. 2f .= 0.6 V.

Using Eq. (3.19), we obtain V(-2.5 V) =-0.4- 0.4~ ((2.5+0.6)°°-0.6°%) V =-0.79 V,
which is twice the threshold under zero-bias conditions!

Resistive Operation

Assume now that Vg > V¢ and that a small voltage, Vs, is applied between drain and
source. The voltage difference causes a currently to flow from drain to source (Figure
3.15). Using a simple analysis, a first-order expression of the current as a function olgg
and Vpg can be obtained.

—l B Figure 3.15 NMOS transistor with bias
voltages.

At apointx along the channel, the voltage isV(x), and the gate-to-channel voltage at
that point equalsVgs— V(X). Under the assumption that this voltage exceeds the threshold
voltage all along the channel, the induced channel charge per unit area at poinik can be
computed.
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Qi(x) = —Cqy[Vgs—V(X) - Vk (3.20)

Cx Stands for the capacitance per unit area presented by the gate oxide, and equals

m

Co = X (3.2
tOX

withe, =3.97" e,=3.5" 10" F/m the oxide permittivity, andt,, is the thickness of the
oxide. The latter which is 10 nm (= 100 A) or smaller for contemporary processes. For an
oxide thickness of 5 nm, this translates into an oxide capacitance of 7 flfm>.

The current is given as the product of the drift velocity of the carriersi,, and the
available charge. Due to charge conservation, it is a constant over the length of the chan-
nel. Wis the width of the channel in a direction perpendicular to the current flow.

lp = —Up(X)Q;i(x)W (3.22)

The electron velocity isrelated to the electric field through a parameter called thenobility
m, (expressed in m?/V/>s). The mobility is acomplex function of crystal structure, and local
electrical field. In general, an empirical value is used.

dv
U, = —-mx(x) = mn& (3.23)
Combining Eg. (3.20) - Eg. (3.23) yields
Ipdx = m,Co, W(Vgs—V-Vy)dV (3.29)

Integrating the equation over the length of the channel yields the voltage-current relation
of the transistor.

Vpg? Vo2
lp = k'n%v (VGS_VT)VDS_TDS:| = kn|:(VGS_VT)VDS_TDS (3.25)

ki, is called the process transconductance parameter and equals

Kn = MCox = — (3.26)

tOX

The product of the process transconductancek;, and the (W/L) ratio of an (NMOS) tran-

sistor is called the gain factor k,, of the device. For smaller values of Vg, the quadratic

factor in Eq. (3.25) can be ignored, and we observe alinear dependence betweenV,5 and

Ip- The operation region where Eq. (3.25) holds is hence called theresistive or linear

region. One of its main properties is that it displays a continuous conductive channel
between source and drain regions.

NOTICE: The W and L parameters in Eq. (3.25) represent the effective channel width
and length of the transistor. These values differ from the dimensionglrawn on the layout
due to effects such as lateral diffusion of the source and drain regionsl(), and the
encroachment of the isolating field oxide V). In the remainder of the text,Wand L will
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always stand for the effective dimensions, while al subscript will be used to indicate the
drawn size. The following expressions related the two parameters, withDW and DL
parameters of the manufacturing process:

W = W,-DW

3.27
L = Ly—DL (327

The Saturation Region

Asthe value of the drain-source voltage is further increased, the assumption that the chan-
nel voltage is larger than the threshold all along the channel ceases to hold. This happens
when Vgg- V(X) < V4. At that point, the induced charge is zero, and the conducting chan-
nel disappears or is pinched off. This is illustrated in Figure 3.16, which shows (in an

VGS

Vbs> Vas—Vr

n+ «—Vos- Vr —+P Q
- - - - == N

Figure3.16 NMOS transistor under pinch-off conditions.

exaggerated fashion) how the channel thickness gradually is reduced from source to drain
until pinch-off occurs. No channel existsin the vicinity of the drain region. Obviously, for
this phenomenon to occur, it is essential that the pinch-off condition be met at the drain
region, or

Under those circumstances, the transistor is in thesaturation region, and Eq. (3.25)
no longer holds. The voltage difference over the induced channel (from the pinch-off point
to the source) remains fixed at Vgg- Vy, and consequently, the current remains constant
(or saturates). Replacing Vpsby Vgs- Vrin Eq. (3.25) yields the drain current for the sat-
uration mode. It is worth observing that, to afirst agree, the current is no longer a function
of Vps. Notice also the squared dependency of the drain current with respect to the control
voltage Vs

_ Kaw

o = 5T (Ves—V1)? (3:29)
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Channel-Length Modulation

The latter equation seems to suggest that the transistor in the saturation mode acts as a per-
fect current source — or that the current between drain and source terminal is a constant,
independent of the applied voltage over the terminals. This not entirely correct. The effec-
tive length of the conductive channel is actually modulated by the applie®V/,g increasing
Vps causes the depletion region at the drain junction to grow, reducing the length of the
effective channel. As can be observed from Eq. (3.29), the current increases when the length
factor L is decreased. A more accurate description of the current of the MOS transistor is
therefore given in Eq. (3.30).

Iy = o1+ Vpg) (3.30)

with 15’ the current expressions derived earlier, and | an empirical parameter, called the
channel-length modulation. Analytical expressions forl have proven to be complex and
inaccurate. | varies roughly with the inverse of the channel length. In shorter transistors,
the drain-junction depletion region presents a larger fraction of the channel, and the chan-
nel-modulation effect is more pronounced. It is therefore advisable to resort to long-chan-
nel transistors if a high-impedance current source is needed.

Velocity Saturation

The behavior of transistors with very short channel lengths (calledshort-channel devices)
deviates considerably from the resistive and saturated models, presented in the previous
paragraphs. The main culprit for this deficiency is thevel ocity saturation effect. Eg. (3.23)
states that the velocity of the carriers is proportional to the electrical field, independent of
the value of that field. In other words, the carrier mobility is a constant. However, at high
field strengths, the carriersfail to follow thislinear model. In fact, when the electrical field
along the channel reaches a critical valuex,, the velocity of the carriers tends to saturate
due to scattering effects (collisions suffered by the carriers). Thisisillustrated in Figure

3.17.
A
Ugy = 10°
Zg Constant velocity
5 Constant mobility (slope = )
| Figure3.17 Velocity-saturation effect.
b

x=15 x'(V/pm)

For p-type silicon, the critical field at which electron saturation occursis around 1.5
" 10°V/m (or 1.5 V/nm), and the saturation velocity ug, approximately equals 1 m/s.
This means that in an NMOS device with a channel length of Iim, only a couple of volts
between drain and source are needed to reach the saturation point. This condition is easily
met in current short-channel devices. Holes in an-type silicon saturate at the same veloc-
ity, although a higher electrical field is needed to achieve saturation. Velocity-saturation
effects are hence less pronounced in PMOS transistors.

.
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This effect has a profound impact on the operation of the transistor. We will illus-
trate this with a first-order derivation of the device characteristics under velocity-saturat-
ing conditions [K089]. The velocity as a function of the electrical field, plotted in Figure
3.17, can be roughly approximated by the following expression:

X
= . for x£x,

1+X K, (3.31)
= Ugy for x3x,

The continuity requirement between the two regions dictates thai, = 2ug,/m,. Re-evalu-
tion of Eq. (3.20) and Eq. (3.22) in light of revised velocity formula leads to a modified
expression of the drain current in the resistive region:

Vo2
lp = k(VDS)”hcox\fv|:(VGS_VT)VDS_TDS (3.32)
with
K(V) = —+ (3.33)
T+ (VaxL)

k is a measure of the degree of velocity saturation, since/4L can be interpreted as the
average field in the channel. In case of long-channel devices (large values of.) or small
values of Vg, k approaches 1 and Eq. (3.32) simplifies to the traditional current equation
for the resistive operation mode. For short-channel devicesk is smaller than 1, which
means that the delivered current is smaller than what would be normally expected.

When increasing the drain-source voltage, the electrical field in the channel will
ultimately reach the critical value, and the carriers at the drain become velocity saturated.
The saturation drain voltageVyg.r can be calculated by equating the current at the drain to
the current given by Eq. (3.32) for Vg = Vpsar- The former is derived from Eq. (3.22),
assuming that the drift velocity is saturated and equal 1.

Ipsat = UsatCoxW(Var = Vpsar)

V, 2 (3.34)
k(VDSAT)rThCOX\{V|:VGTVDSAT_ DZSA 1 }

Vg7 isashorthand notation forVgg- V. After some algebra, we obtain

Vosatr = K(Ver)Ver (3:35)

Further increasing the drain-source voltage does not yield more current (to afirst degree)
and the transistor current saturates atlpear. This leads to some interesting observations:

» For a short-channel device and for large enough values ofVr, k(Vgr) is substan-
tially smaller than 1, henceVpgr < Vgt The device enters saturation beforeVpg
reaches Vg - V1. Short-channel devices therefore experience an extended saturation
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Ip y
Long-channel device
-
Ves= Vop )
| Short-channel device
' Figure 3.18 Short-channel devices display an
' ' > extended saturation region due to velocity-saturation.
Vosar Ves- V1 Vps

region, and tend to operate more often in saturation conditions than their long-chan-
nel counterparts, asisillustrated inFigure 3.18.

» The saturation current | yga7 displays alinear dependence with respect to the gate-
source voltage Vg Which is in contrast with the squared dependence in the long-
channel device. This reduces the amount of current a transistor can deliver for a
given control voltage. On the other hand, reducing the operating voltage does not
have such a significant effect in submicron devices as it would have in along-chan-
nel transistor.

The equations above ignore that a larger portion of the channel becomes velocity-satu-
rated with a further increase of V. From amodeling perspective, it appears as though the
effective channel is shortening with increasingvpg similar in effect to the channel-length
modulation. The resulting increase in current is easily accommodated by introducing an
extra(l+1 = Vpg multiplier.

Thus far we have only considered the effects of the tangential field along the chan-
nel due to the Vg, When considering velocity-saturation effects. However, there also
exists anormal (vertical) field originating from the gate voltage that further inhibits chan-
nel carrier mobility. This effect, which is calledmobility degradation, reduces the surface
mobility with respect to the bulk mobility. Eq. (3.36) provides a simple estimation of the
mobility reduction,

Mho
= 3.36
Thet = Toh (Ves—Vr) (339
with my, the bulk mobility andh an empirical parameter. A typical approach is to use
derive the actual value of mfor a given field strength from tables or empirical charts.
Readers interested in a more in-depth perspective on the short-channel effects in
MOS transistors are referred to the excellent reference works on this topic, such as
[Ko89].

Velocity Saturation — Revisited

Unfortunately, the drain-current equations Eq. (3.32) and Eg. (3.33) are complex expres-
sions of Vzgand Vpg, Which makes them rather unwieldy for afirst-order manual analysis.
A substantially simpler model can be obtained by making two assumptions:
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1. The velocity saturates abruptly atx., and is approximated by the following expres-
sion:

u = mx for x£X,
(3.37)
= Ugy = MX. for x3 x.

2. The drain-source voltage Vg a which the critical electrical field is reached and
velocity saturation comes into play isconstant and is approximated by Eq. (3.38).

From Eg. (3.35), it can be observed that this assumption is reasonable for larger val-
ues of Vgr (>>X.L).

Lu
Vpear = Lx, = n:at (3.38)

Under these circumstances, the current equations for the resistive region remain
unchanged from the long-channel model. Onceé/pea7 is reached, the current abruptly satu-
rates. The value for Ipgar @ that point can be derived by plugging the saturation voltage
into the current equation for the resistive region (Eg. (3.25)).

Ipsat = 1p(Vps = Vpsar)
2
W,

V2o
= MCox 3 KVas— Vi) Vosar - %18 (3.39)

\VAR.
= UsatcongQ/GS_vT_ DZSA 18

This model is truly first-order and empirical. The simplified velocity model causes
substantial deviations in the transition zone between linear and velocity-saturated regions.
Yet, by carefully choosing the model parameters, decent matching can be obtained with
empirical datain the other operation regions, as will be shown in one of the following sec-
tions. Most importantly, the equations are coherent with the familiar long-channel equa-
tions, and provide the digital designer with a much needed tool for intuitive understanding
and interpretation.

Drain Current versus Voltage Charts

The behavior for the MOS transistor in the different operation regions is best understood
by analyzing itsly-Vpg curves, which plot | 5 versus Vg with Vg as a parameter. Figure
3.19 shows these charts for two NMOS transistors, implemented in the same technology
and with the same W/L ratio. One would hence expect both devices to display identicd-
V characteristics, The main difference however is that the first device has a long channel
length (L4 = 10 nm), while the second transistor is a short channel device (4 = 0.25 nm),
and experiences velocity saturation.

Consider first the long-channel device. In the resistive region, the transistor behaves
like a voltage-controlled resistor, while in the saturation region, it acts as a voltage-con-
trolled current source (when the channel-length modulation effect is ignored). The transi-
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x 10 x 10
6 T T T T 25 T T T T
Vps= VesVr V=25V Ves=25V
50 / 1 )
Resistive < >Saturatlon | % Vee= 20V g
< @
V=20V g L5 °
§ < §
2 é’ . Ves=15V 5
L - 4 c
Ves= 15V §» =
1l | 05 Vgs= 10V
Ves= 10V
00 = 0.5 1 15 2 2.5 00 0.5 1 15 2 25
Vps (V) Vos (V)
(a) Long-channel transistor (Ly = 10 nm) (b) Short-channel transistor (L4 = 0.25 mm)

Figure3.19 -V characteristics of long- and a short-channel NMOS transistorsin a0.25rm CM OS technology. The (/L)
ration of both transistorsisidentical and equals 1.5

tion between both regions is delineated by theVpg = Vgg - V1 curve. The sguared
dependence of |, as afunction of Vgin the saturation region — typical for along channel
device — s clearly observable from the spacing between the different curves. The linear
dependence of the saturation current with respect to VGS is apparent in the short-channel
device of b. Notice also how velocity-saturation causes the device to saturate for substan-
tially smaller values of V5 Thisresultsin a substantial drop in current drive for high volt-
age levels. For instance, at (/og= 2.5 V, Vpg= 2.5 V), the drain current of the short
transistor is only 40% of the corresponding value of the longer device (220 versus 540

mA).
" .
6x 10 . . - - 257 1 . . - :
5
2
4
15
<3 <
el i)
1
2 .
quadratic
1 05
0 . : : o . . .
0 0.5 1 15 2 25 0 05 1 15 2 25
Vas(V) Ves)
(8 Long-channel device Ly =10 nm) (b) Short-channel device (L4 =0.25 nm)

Figure 3.20 NMOS transistor 15-Vgg characteristic for long and short-channel devices (0.25mm CMOS
technology). W/L = 1.5 for both transistors andVpg = 25 V.
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The difference in dependence uponVg between long- and short-channel devicesis
even more pronounced in another set of simulated charts that plotl; as a function of Vg
for afixed value of Vg (3 Vgg— hence ensuring saturation) (Figure 3.20). A quadratic
versus linear dependence is apparent for larger values ofVg

All the derived equations hold for the PMOS transistor as well. The only difference
isthat for PMOS devices, the polarities of all voltages and currentsarereversed This
is illustrated in Figure 3.21, which plots the |-V characteristics of a minimum-size
PMOS transistor in our generic 0.25nmm CMOS process. The curves are in the third quad-
rant as I, Vg and Vg are al negative. Interesting to observe is also that the effects of
velocity saturation are less pronounced than in the CMOS devices. This can be attributed
to the higher value of the critical electrical field, resulting from the smaller mobility of
holes versus electrons.

x10°
0

Ves=-10V

-0.2
Vgs=-15V

-0.4]

Io (A)

Vgs=-20V
-0.6

Figure 3.21 |-V characteristics of (W,=0.375 mm,

08\ =25y L=0.25 mm) PMOS transistor in 0.25 nm CMOS
os= 2.

process. Due to the smaller mobility, the maximum

current is only 42% of what is achieved by a similar

-25 -2 -15 -1 -0.5 0 NMOS transistor.
Vos (V)

Subthreshold Conduction

A closer inspection of thely-Vg curves of Figure 3.20 reveals that the current does not
drop abruptly to 0 at Vg = V5. It becomes apparent that the MOS transistor is already par-
tially conducting for voltages below the threshold voltage. This effect is calledubthresh-
old or weak-inversion conduction. The onset of strong inversion means that ample carriers
are available for conduction, but by no means implies that no current at all can flow for
gate-source voltages below V;, although the current levels are small under those condi-
tions. The transition from the on- to the off-condition is thus not abrupt, but gradual.

To study this effect in somewhat more detail, we redraw the, versus Vg curve of
Figure 3.20b on alogarithmic scale as shown in Figure 3.22. This confirms that the current
does not drop to zero immediately forVgg < V4, but actually decays in an exponential
fashion, similar to the operation of a bipolar transistor In the absence of a conducting
channel, the n* (source) - p (bulk) - n* (drain) terminals actually form a parasitic bipolar
transistor. The current in this region can be approximated by the expression

2 Discussion of the operation of bipolar transistors is out of the scope of this textbook. We refer to vari-
ous textbooks on semiconductor devices, or to the additional information that is available on the web-site of this
book.
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10

10'} _ :
Linear region

Quadratic region

Ip (A)

Subtbreshold exponential region .
| Figure3.22 |y current versusVgg

| (on logarithmic scale), showing the

" 'Vp exponential characteristic of the
10 L , : : i
0 05 1 15 5 25 subthreshold region.
Ves V)
Ves 2 _ Vbs..
kT kT U_(P
lp = 1™ Tgi-e 7L (3.40)
e 7]

where | gand n are empirical parameters, withn3 1 and typically ranging around 1.5.

In most digital applications, the presence of subthreshold current is undesirable as it
detracts from the ideal switch-like behavior that we like to assume for the MOS transistor.
We would rather have the current drop as fast as possible once the gate-source voltage
falls below V;. The (inverse) rate of decline of the current with respect toVgg below V¢
hence is a quality measure of a device. It is often quantified by thelope factor S, which
measures by how much Vg has to be reduced for the drain current to drop by a factor of
10. From Eg. (3.40), we find

S= ng"%gm(m) (3.41)

with Sis expressed in mV/decade. For an ideal transistor with the sharpest possible roll-
off,n =1 and (kT/q)In(10) evaluates to 60 mV/decade at room temperature, which means
that the subthreshold current drops by a factor of 10 for a reduction inVgg of 60 mV.
Unfortunately, n is larger than 1 for actual devices and the current falls at a reduced rate
(90 mV/decade for n = 1.5). The current roll-off is further affected in a negative sense by
an increase in the operating temperature (most integrated circuits operate at temperatures
considerably beyond room temperature). The value ofn is determined by the intrinsic
device topology and structure. Reducing its value hence requires a different process tech-
nology, such as silicon-on-insulator.

Subthreshold current has some important repercussions. In general, we want the cur-
rent through the transistor to be as close as possible to zero atVgg= 0. This is especially
important in the so-called dynamic circuits, which rely on the storage of charge on a
capacitor and whose operation can be severely degraded by subthreshold |eakage. Achiev-
ing thisin the presence of subthreshold current requires afirm lower bound on the value of
the threshold voltage of the devices.
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Example 3.6 Subthreshold Slope

For the example of Figure 3.22, a slope of 89.5 mV/decade is observed (between 0.2 and 0.4
V). Thisis equivalent to ann-factor of 1.49.

In Summary —Models for Manual Analysis

The preceding discussions made it clear that the deep-submicron transistor is a complex
device. Its behavior is heavily non-linear and is influenced by a large number of second-
order effects. Fortunately, accurate circuit-simulation models have been developed that
make it possible to predict the behavior of a device with amazing precision over a large
range of device sizes, shapes, and operation modes, as we will discuss later in this chapter.
While excellent from an accuracy perspective, these models fail in providing a designer
with an intuitive insight in the behavior of a circuit and its dominant design parameters.
Such an understanding is necessary in the design analysis and optimization process. A
designer who misses a clear vision on what drives and governs the circuit operation by
necessity resorts on a lengthy trial by error optimization process, that most often leads to
an inferior solution.

The obvious question is now how to abstract the behavior of our MOS transistor into
asimple and tangible analytical model that does not lead to hopelessly complex equations,
yet captures the essentials of the device. It turns out that the first-order expressions,
derived earlier in the chapter, can be combined into a single expression that meets these
goals. The model presents the transistor as a single current source (Figure 3.23), the value
of which is given defined in the Figure. The reader can verify that, depending upon the
operating condition, the model simplifies into either Eq. (3.25), Eg. (3.29), or Eq. (3.39)
(corrected for channel-length modulation), depending upon operating conditions..

Ip = 0 for Vo1 £0
W V2. m
o C Ip = kq;EgQ/GTVmin_%rg(l*" Vps) for Vgr® 0
ID
so_@_o D with Vi, = min(Var, Vos Vosar),
B Ver = Ves— V.

and Vi = Vyo+ (/|- 2f ¢+ Veg| — |2 )

Figure3.23 A unified MOS model for manual analysis.

Besides being a function of the voltages at the four terminals of the transistor, the
model employs a set of five parameters:Vq, g, Vpaar K, and | . In principle, it would be
possible to determine these parameters from the process technology and from the device
physics eguations. The complexity of the device makes this a precarious task. A more
rewarding approach is to choose the values such that a good matching with the actual
device characteristics is obtained. More significantly, the model should match the best in
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the regions that matter the most. In digital circuits, thisin the region of highVggand V¢
The performance of an MOS digital circuit is primarily determined by the maximum
available current (i.e., the current obtained forVgg = Vpg = supply voltage). A good
matching in this region is therefore essential.

Example 3.7 Manual Analysis Model for 0.25 mm CMOS Process®

Based on the simulatedl 5-Vpg and | 5-Vgg plots of a (W, = 0.375 nm, Ly = 0.25 nm) transistor,
implemented in our generic 0.25 micron CMOS process (Figure 3.19, Figure 3.20), we have
derived a set of device parameters to match well in the Ypg= 2.5V, Vgg= 2.5 V) region —
2.5V being the typical supply voltage for this process. The resulting characteristics are plot-
ted in Figure 3.24 for the NMOS transistor, and compared to the simulated valuesOverall, a

2.5 T T T T

< 4
_D

' — Figure3.24 Correspondence between simple model

[/ (solid line) and SPICE simulation (dotted) for minimum-
ost // 7 ] size NMOS transistor (W,=0.375 nm, L,=0.25 mm).
ee oo o0 e e o —— Observe the discrepancy in the transition zone between
. resistive and velocity saturation.
0 0.5 1 15 2 25

good correspondence can be observed with the exception of the transition region between
resistive and velocity-saturation. This discrepancy, which is due the simple velocity model of
Eq. (3.37) as explained earlier, is acceptable as it occurs in the lower value-range ofVpg. It
demonstrates that our model, while simple, manages to give a fair indication of the overall
behavior of the device.

Design Data— Transistor Model for Manual Analysis

Table 3.2 tabulates the obtained parameter values for the minimum-sized NMOS and a simi-
larly sized PMOS device in our generic 0.25mm CMOS process. These values will be used as
generic model-parameters in later chapters.

Table3.2 Parametersfor manual model of generic 0.25nm CMOS process (minimum length device).

Vo (V) 9(v®9 Vpsar (V) k' (AIV?) Q%)
NMOS 043 0.4 063 1157 10°© 0.06
PMOS -04 -04 -1 307 10°° -0.1

3 A MATLAB implementation of the model is available on the web-site of the textbook.
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A word of caution — The model presented here is derived from the characteristics
of a single device with a minimum channel-length and width. Trying to extrapolate this
behavior to devices with substantially different values ofW and L will probably lead to
sizable errors. Fortunately, digital circuits typically use only minimum-length devices as
these lead to the smallest implementation area. Matching for these transistors will typi-
cally be acceptable. It is however advisable to use a different set of model parameters for
devices with dramatically different size- and shape-factors.

I=

The presented current-source model will prove to be very useful in the analysis of
the basic properties and metrics of a simple digital gate, yet its non-linearity makes it
intractable for anything that is somewhat more complex. We therefore introduce an even
more simplified model that has the advantage of being linear and straightforward. It is
based on the underlying assumption in most digital designs that the transistor is nothing
more than a switch with an infinite off-resistance, and a finite on-resistanck,,..

3
VGS T

V.
R,
S —NVW\e D

Figure3.25 NMOS transistor modeled as a switch.

The main problem with this model is thatR, is still time-variant, non-linear and
depending upon the operation point of the transistor. When studying digital circuitsin the
transient mode — which means while switching between different logic states — it is
attractive to assume R, as a constant and linear resistanceR,,, chosen so that the final
result is similar to what would be obtained with the original transistor. A reasonable
approach in that respect is to use the average value of the resistance over the operation
region of interest, or even simpler, the average value of the resistances at the end-points of
the transition. The latter assumption works well if the resistance does not experience any
strong non-linearities over the range of the averaging interval.

t2
1 Vps(t)

t2_tltl ID(t) (342)

t

1
" QRon(t)dt =

Req = average _, ,,, (Ron(t)) =
e t,—1;

» %(Ron(tl) + Ron(tZ))

Example 3.8 Equivalent resistance when (dis)charging a capacitor

One of the most common scenario’s in contemporary digital circuits is the discharging of a
capacitor from Vpp to GND through an NMOS transistor with its gate voltage set toVpp, or
vice-versathe charging of the capacitor toV through aPMOS with its gate at GND. Of spe-
cial interest is the point where the voltage on the capacitor reaches the mid-point\{pp/2) —
thisis by virtue of the definition of the propagation delay as introduced in Chapter 2. Assum-
ing that the supply voltage is substantially larger than the velocity-saturation voltag€pgar of
the transistor, it is fair to state that the transistor stays in velocity saturation for the entire
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duration of the transition. This scenario is plotted in for the case of an NMOS discharging a
capacitor fromVp to Vpp/2.

ID
Vps (Vopo® Vpp/2) 4 Ves = Vop
VD,L< i Roia, " -~ -7
Ip — — R
| [ |
— - | | ;VDS
(a) schematic Vpp/2 Vb

(b) trajectory traversed on ID-VDS curve.

Figure 3.26 Discharging a capacitor through an NMOS transistor: Schematic (a) andl-V trajectory (b). The
instantianous resistance of the transistor equals {/pd1p) and is visualized by the angle with respect to they-axis.

With the aid of Eq. (3.42) and Eq. , we can derive the value of the equivalent resis-
tance, which averages the resistance of the device over the interval.

Vpp 2
1 \ % 3 Voo 7y 6
Ry = » = Hq_Lv
M Vpp R VO Ipsar(1+1V) 4lper® 9 PP (3.43)
DD N

2
- W, Vbsaw
with Ipgr = ktg%VDD —V1)Vpsar = D;Ag

A similar result can be obtained by just averaging the values of the resistance at the end points
(and simplifying the result using a Taylor expansion):

- le Voo + Vip £2 6,3 Voo ®_3
281 pat(1+1 Vpp)  lpsar(1+1 Vpp 2P 4lpg® 6

A number of conclusions are worth drawing from the above expressions:

Reg (3.44)

VDDg

* Theresistanceisinversely proportional to the {M/L) ratio of the device. Doubling the tran-
sistor width halves the resistance.

e For Vpp >> Vi + Vpga/2, the resistance becomes virtually independent of the supply volt-
age. Thisis confirmed in halves, which plots the simulated equivalent resistance as a func-
tion of the supply voltageVpp. Only a minor improvement in resistance, attributable to the
channel-length modul ation, can be observed when raising the supply voltage.

* Once the supply voltage approachesVy, a dramatic increase in resistance can be observed.
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x 10

(Ohm)

R

Figure 3.27 Simulated equivalent

1 ] resistance of a minimum size NMOS
transistor in 0.25 mm CMOS process as a
function of Vp

) 1 ﬁ 2 2. _ _
° ' v ' iV) ° (Ves= Voo Vos = Vop ® Vip/2).
DD

Design Data— Equivalent Resistance Model

Table 3.3 enumerates the equivalent resistances obtained by simulation of our generic 0.2%5m
CMOS process. These values will come in handy when analyzing the performance of CMOS
gatesin later chapters.

Table 3.3 Equivalent resistanceR,, (W/L= 1) of NMOS and PMOS transistors in 0.25mm CMOS process (with
L = L) For larger devices, divideR,, by WIL.

Voo (V) 1 15 2 25
NMOS (kW) 35 19 15 13
PMOS (kW) 115 55 38 31

3.3.3  Dynamic Behavior

The dynamic response of a MOSFET transistor is a sole function of the time it takes to
(dis)charge the parasitic capacitances that are intrinsic to the device, and the extra capaci-

tance introduced by the interconnecting lines (and are the subject of Chapter 4). A pro-
found understanding of the nature and the behavior of these intrinsic capacitances is
essential for the designer of high-quality digital integrated circuits. They originate from
three sources: the basic MOS structure, the channel charge, and the depletion regions of

the reverse-biased pn-junctions of drain and source. Aside from the MOS structure capac-

itances, all capacitors are nonlinear and vary with the applied voltage, which makes their
analysis hard. We discuss each of the componentsin turn.
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MOS Structure Capacitances

The gate of the MOS transistor is isolated from the conducting channel by the gate oxide
that has a capacitance per unit areaequal toC,, = e, / t,,. Welearned earlier that from al-
V perspective it is useful to haveC,, as large as possible, or to keep the oxide thickness
very thin. The total value of this capacitance is called theyate capacitance C, and can be
decomposed into two elements, each with a different behavior. Obviously, one part o€
contributes to the channel charge, and is discussed in a subsequent section. Another part is
solely due to the topological structure of the transistor. This component is the subject of
the remainder of this section.

Consider the transistor structure of Figure 3.28. Ideally, the source and drain diffu-
sion should end right at the edge of the gate oxide. In reality, both source and drain tend to
extend somewhat below the oxide by an amountx, called thelateral diffusion. Hence, the
effective channel of the transistorL becomes shorter than the drawn lengthL, (or the
length the transistor was originally designed for) by afactor oDL = 2x,. It also givesrise
to a parasitic capacitance between gate and source (drain) that is called theoverlap capac-

itance. This capacitance is strictly linear and has a fixed value
Polysilicon gate

Source Drain

A 4
4

Gate-bulk
vy overlap

(a) Top view

Gate oxide

(b) Cross section Figure3.28 MOSFET overlap capacitance.

Ceso = Copo = CoXgW = C,W (3.45)

Since x4 is a technology-determined parameter, it is customary to combine it with the
oxide capacitance to yield the overlap capacitance per unit transistor widthC, (more spe-
cifically, Cyg, and Cyyp)-

Channel Capacitance

Perhaps the most significant MOS parasitic circuit element, the gate-to-channel capaci-
tance C varies in both magnitude and in its division into three component€;g, Coep.
and Cg (being the gate-to-source, gate-to-drain, and gate-to-body capacitances, respec-
tively), depending upon the operation region and terminal voltages. This varying distribu-
tion is best explained with the simple diagrams of Figure 3.29. When the transistor is in

.
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cut-off (a), no channel exists, and the total capacitanceC. appears between gate and
body. In the resistive region (b), an inversion layer is formed, which acts as a conductor
between source and drain. Consequently,Csg = 0 as the body electrode is shielded from
the gate by the channel. Symmetry dictates that the capacitance distributes evenly between
source and drain. Finally, in the saturation mode (c), the channel is pinched off. The
capacitance between gate and drain is approximately zero, and so is the gate-body capaci-
tance. All the capacitance hence is between gate and source.

G G G

T Cec ECGC ECGC
s b g wmmm p s =t T
(a) cut-off (b) resistive (c) saturation

Figure 3.29 The gate-to-channel capacitance and how the operation region influences is distribution over the three other
device terminals.

To actual value of the total gate-channel capacitance and its distribution over the
three components is best understood with the aid of a number of charts. Thefirst plot (Fig-
ure 3.30a) captures the evolution of the capacitance as a function ofVgg for Vg = 0. For
Vgs = 0, the transistor is off, no channel is present and the total capacitance, equal to
WLC,,, appears between gate and body. When increasingVg, a depletion region forms
under the gate. This seemingly causes the thickness of the gate dielectric to increase,
which means areduction in capacitance. Once the transistor turns onY g = V), a channel
isformed andC dropsto 0. With V5 = O, the device operates in the resistive mode and
the capacitance divides equally between source and drain, oiCqrg= Cgep = WLC,, /2. The
large fluctuation of the channel capacitance aroundVss=V; is worth remembering. A
designer looking for a well-behaved linear capacitance should avoid operation in this

region.
WLC Coc WLC
ox | oxX CGC
2WLC,,
Cecs — 3
WLC,, Cocs Cocs= Cacp WLC,,
2 2 Cscp
I
v Vs 0 Vod (Vs V1) !
(8) Cgc asafunction of Vg (with Vp=0) (b) C4c as afunction of the degree of saturation

Figure3.30 Distribution of the gate-channel capacitance as a function oV ggand Vg (from [Dally98]).

Once the transistor is on, the distribution of its gate capacitance depends upon the
degree of saturation, measured by theVpd(Vos Vo) ratio. Asillustrated in Figure 3.30b,
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Cocp gradually drops to O for increasing levels of saturation, whileéC -5 increases to 2/3
CWL. This also means that the total gate capacitance is getting smaller with an increased
level of saturation.

From the above, it becomes clear that the gate-capacitance components are nonlin-
ear and varying with the operating voltages. To make a first-order analysis possible, we
will use a simplified model with a constant capacitance value in each region of operation
in the remainder of the text. The assumed values are summarized in Table 3.4.

Table3.4 Average distribution of channel capacitance of MOS transistor for different operation regions.

Operation Region Cacs Cacs Csep Cac Cs
Cutoff C, WL 0 0 CoVL C, WL+2C W
Resistive 0 CoWL/2 | C,WL/2 Co WL CoWL+2C W
Saturation 0 (2/3)C WL 0 (2/3)C, WL | (23)CuWL+2C W

Example 3.9 Using a circuit simulator to extract capacitance

Determining the value of the parasitic capacitances of an MOS transistor for a given operation

mode is alabor-intensive task, and requires the knowledge of a number of technology param-

eters that are often not explicitly available. Fortunately, once a SPICE model of the transistor
is attained, a simple simulation can give you the data you are interested in. Assume we would
like to know the value of the total gate capacitance of atransistor in a given technology as a
function of Vg (for Vpg = 0). A simulation of the circuit of Figure 3.31a will give us exactly

thisinformation. In fact, the following relation is valid:

dVeg

I = CG(VGS)E

which can be rewritten to yield an expression forCg,.

Ca(Ves) = |°agVG$

et 2

A transient simulation gives usVqg as a function of time, which can be translated into
the capacitance with the aid of some simple mathematical manipulations. This is demon-
strated in Figure 3.31b, which plots the simulated gate capacitance of a minimum size 0.25
mm NMOS transistor as a function of Vs The graphs clearly shows the drop of the capaci-
tance when Vg approaches V and the discontinuity atVy, predicted in Figure 3.30.

Junction Capacitances

A final capacitive component is contributed by the reverse-biased source-body and drain-
body pn-junctions. The depletion-region capacitance is nonlinear and decreases when the
reverse bias is raised as discussed earlier. To understand the components of the junction
capacitance (often called thediffusion capacitance), we must look at the source (drain)
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Ves °
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g
= 85
@ 2
]
al
Figure 3.31 Simulating the gate capacitance of an MOS s
transistor; (a) circuit configuration used for the analysis, (b)
resulting capacitance plot for minimum-size NMOS transistor T
in 0.25 mm technology. Ve ™)

(b)
region and its surroundings. The detailed picture, shown in Figure 3.32, shows that the
junction consists of two components:

Channel-stop implant

Channel
L L
S Substrate N

A
y

Figure3.32 Detailed view of source junction

» The bottom-plate junction, which is formed by the source region (with dopingNp)
and the substrate with doping N,. The total depletion region capacitance for this
component equals Cpyiom = CWLg, with C; the junction capacitance per unit area as
given by Eqg. (3.9). As the bottom-plate junction is typically of the abrupt type, the
grading coefficientm approaches 0.5.

+ Theside-wall junction, formed by the source region with dopind\, and thep* chan-
nel-stop implant with doping level N,*. The doping level of the stopper is usually
larger than that of the substrate, resulting in a larger capacitance per unit area. The
side-wall junction is typically graded, and its grading coefficient varies from 0.33 to
0.5. Its capacitance value equalsCg, = Cjg,% (W+ 2" L. Notice that no side-wall
capacitance is counted for the fourth side of the source region, as this represents the
conductive channel #

Since x;, the junction depth, is atechnology parameter, it is normally combined with
Cjsw iNto a capacitance per unit perimeter Cjg,, = Cjg,X. AN expression for the total
junction capacitance can then be derived,

.
®

4= -~



é chapter3.fm Page 79 Monday, September 6, 1999 1:50 PM

Section 3.3 The MOS(FET) Transistor 79

Caitt = Chottom ¥ Csw = C;° AREA+ Cjg,” PERIMETER

(3.46)
CiLeW+ Cigy(2Ls+ W)

Since al these capacitances are small-signal capacitances, we normally linearize them and
use average capacitances along the lines of Eqg. (3.10).

Problem 3.1 Using a circuit simulator to determine the drain capacitance

Derive a simple circuit that would help you to derive the drain capacitance of an NMOS
transistor in the different operation modes using circuit simulation (in the style oFigure
3.31).

Capacitive Device M odel

All the above contributions can be combined in a single capacitive model for the MOS
transistor, which is shown Figure 3.33. Its components are readily identified on the basis
of the preceding discussions.

G

)—__|_CGD
[T _.°
L

CGS

W

S

& ©

T e %
Figure 3.33 MOSFET capacitance model.

Ces= Cacst Cosoi Cap = Coep *+ Copor Cop = Cacs
Cs = Cgiitr; Cog = Couitr (347)
It is essential for the designers of high-performance and low-energy circuits to be very

familiar with this model as well as to have an intuitive feeling of the relative values of its
components.
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Example 3.10 MOSTransistor Capacitances

Consider an NMOS transistor with the following parameters:t,, = 6 nm, L = 0.24 nm, W =
0.36 "M, Lp = Lg=0.625 nm, Co =3~ 100 F/m, Cip= 2" 10 F/n?, Cigo=2.75" 107
F/m. Determine the zero-bias value of all relevant capacitances.

The gate capacitance per unit areais easily derived as €,/ t,,) and equals5.7 fF/mm?,
The gate-to-channel Cg. then equalsWLC,, = 0.49 fF. To find the total gate capacitance, we
have to add the source and drain overlap capacitors, each of which equalSNCy = 0.105 fF.
Thisleads to atotal gate capacitance of 0.7 fF.

4 To be entirely correct, we should take the diffusion capacitance of the source(drain)-to-channel junction
into account. Due to the doping conditions and the small area, this component can virtually always be ignored in
afirst-order analysis. Detailed SPICE models most often include a factor g, to account for this junction.
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The diffusion capacitance consists of the bottom and the side-wall capacitances. The
former is equal to C LpW = 0.45 fF, while the side-wall capacitance under zero-bias condi-
tions evaluates to Cjg,g (2Lp + W) = 0.44 fF. This results in a total drain(source)-to-bulk
capacitance of 0.89 fF.

The diffusion capacitance seems to dominate the gate capacitance. Thisis aworst-case
condition, however. When increasing the value of the reverse bias over the junction — asis
the normal operation mode in MOS circuits — , the diffusion capacitance is substantially
reduced. Also, clever design can help to reduce the value ofL, (Lg). In general, it can be
stated that the contribution of diffusion capacitancesis at most equal, and very often substan-
tially smaller than the gate capacitance.

Design Data— MOS Transistor Capacitances

Table 3.5 summarizes the parameters needed to estimate the parasitic capacitances of the MOS
transistors in our generic 0.25nmm CMOS process.

Table 3.5 Capacitance parameters of NMOS and PMOS transistors in 0.25nm CM OS process.

Cox CO Cj rrﬁ f b stm rrﬁs;v f bsw

(fFmm?) | (fFm) | (fFmm?d) V) (fFjmm) V)

NMOS 6 0.31 2 0.5 0.9 0.28 0.44 0.9
PMOS 6 0.27 19 0.48 0.9 0.22 0.32 0.9

Ia

Sour ce-Drain Resistance

The performance of a CMOS circuit may further be affected by another set of parasitic
elements, being the resistances in series with the drain and source regions, as shown in
Figure 3.34a. This effect become more pronounced when transistors are scaled down, as
this leads to shallower junctions and smaller contact openings become smaller. The resis-
tance of the drain (source) region can be expressed as

L
Rsp = %DRD +R (3.48)
with R the contact resistance, W the width of the transistor, andLgp the length of the
source or drain region (Figure 3.34b). Ry is the sheet resistance per square of the drain-
source diffusion, and ranges from 20 to 100W O. Observe that the resistance of a square
of material is constant, independent of its size (see also Chapter 4).

The series resistance causes a deterioration in the device performance, as it reduces
the drain current for a given control voltage. Keeping its value as small as possible is thus
an important design goal for both the device and the circuit engineer. One option, popular
in most contemporary processes, isto cover the drain and source regions with alow-resis-
tivity material such as titanium or tungsten. This process is calledsilicidation and effec-
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tively reduces the sheet resistance to values in the range from 1 to AMO.°>  Making the
transistor wider than needed is another possibility as should be obvious from Eq. (3.48).
With a process that includes silicidation and proper attention to layout, parasitic resistance
is not important. However, the reader should be aware that careless layout may lead to
resistances that severely degrade the device performance.

334 TheActual MOS Transistor— Some Secondary Effects

The operation of a contemporary transistor may show some important deviations from the
model we have presented so far. These divergences become especially pronounced once
the dimensions of the transistor reach the deep sub-micron realm. At that point, the
assumption that the operation of atransistor is adequately described by a one-dimensional
model, where it is assumed that all current flows on the surface of the silicon and the elec-
trical fields are oriented along that plane, is not longer valid. Two- or even three-dimen-
sional models are more appropriate. An example of such was aready given irSection
3.2.2 when we discussed the mobility degradation.

The understanding of some of these second-order effects and their impact on the
device behavior is essential in the design of today’s digital circuits and therefore merits
some discussion. One word of warning, though. Trying to take all those effects into
account in amanual, first-order analysis results in intractable and opaque circuit models. It
is therefore advisable to analyze and design MOS circuits first using the ideal model. The
impact of the non-idealities can be studied in a second round using computer-aided simu-
lation tools with more precise transistor models.

Polysilicon gate
Drain
G L contact
D
>/
VGST | 1
s AAY]  [AAALD =
Ry Ro 4 d
Drain
(a) Modeling the series resistance (b) Parameters of the series resistance

Figure3.34 Seriesdrain and source resistance.

5 Silicidation is also used to reduce the resistance of the polysilicon gate, as will be discussed in Chapter
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Long-channel threshold Low Vps threshold

s —_—

>
L Vbs
(&) Threshold as afunction of the (b) Drain-induced barrier
length (for low Vo) lowering (for lowL)

»
»

Figure 3.35 Threshold variations.

Threshold Variations

Eqg. (3.19) states that the threshold voltage is only a function of the manufacturing technol-
ogy and the applied body biasVg. The threshold can therefore be considered as a constant
over all NMOS (PMOS) transistors in a design. As the device dimensions are reduced, this
model becomes inaccurate, and the threshold potential becomes a function ot., W, and
Vps Two-dimensional second-order effects that were ignorable for long-channel devices
suddenly become significant.

In the traditional derivation of theVq, for instance, it is assumed that the channel
depletion region is solely due to the applied gate voltage and that all depletion charge
beneath the gate originates from the MOS field effects. This ignores the depletion regions
of the source and reverse-biased drain junction, which become relatively more important
with shrinking channel lengths. Since a part of the region below the gate is already
depleted (by the source and drain fields), a smaller threshold voltage suffices to cause
strong inversion. In other words, V4, decreases with L for short-channel devices (Figure
3.353). A similar effect can be obtained by raising the drain-source (bulk) voltage, as this
increases the width of the drain-junction depletion region. Consequently, the threshold
decreases with increasing Vg This effect, called thedrain-induced barrier lowering, or
DIBL, causes the threshold potential to be a function of the operating voltages (Figure
3.35b). For high enough values of the drain voltage, the source and drain regions can even
be shorted together, and normal transistor operation ceases to exist. The sharp increase in
current that results from this effect, which is calledounch-through, may cause permanent
damage to the device and should be avoided. Punch-through hence sets an upper bound on
the drain-source voltage of the transistor.

Since the mgjority of the transistorsin a digital circuit are designed at the minimum
channel length, the variation of the threshold voltage as a function of the length is almost
uniform over the complete design, and is therefore not much of an issue except for the
increased sub-threshold leakage currents. More troublesome is the DIBL, as this effect
varies with the operating voltage. This is, for instance, a problem in dynamic memories,
where the leakage current of a cell (being the subthreshold current of the access transistor)
becomes a function of the voltage on the data-line, which depends upon the applied data
patterns. From the cell perspective, DIBL manifests itself as a data-dependent noise
source.
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Worth mentioning is that the threshold of the MOS transistor is also subject tamar-
row-channel effects. The depletion region of the channel does not stop abruptly at the
edges of the transistor, but extends somewhat under the isolating field-oxide. The gate
voltage must support this extra depletion charge to establish a conducting channel. This
effect is ignorable for wide transistors, but becomes significant for small values ofV,
where it results in an increase of the threshold voltage. For small geometry transistors,
with small values of L and W, the effects of short- and narrow channels may tend to cancel
each other out.

Hot-Carrier Effects

Besides varying over a design, threshold voltages in short-channel devices also have the
tendency todrift over time. Thisisthe result of thehot-carrier effect [Hu92]. Over the last
decades, device dimensions have been scaled down continuously, while the power supply
and the operating voltages were kept constant. The resulting increase in the electrical field
strength causes an increasing velocity of the electrons, which can leave the silicon and
tunnel into the gate oxide upon reaching a high-enough energy level. Electrons trapped in
the oxide change the threshold voltage, typically increasing the thresholds of NMOS
devices, while decreasing theV; of PMOS transistors. For an electron to become hot, an
electrical field of at least 10 V/cm is necessary. This condition is easily met in devices
with channel lengths around or below 1mm. The hot-electron phenomenon can lead to a
long-term reliability problem, where a circuit might degrade or fail after being in use for a
while. Thisisillustrated in Figure 3.36, which shows the degradation in thé-V character-
istics of an NMOS transistor after it has been subjected to extensive operation. State-of-
the-art MOSFET technologies therefore use specially-engineered drain and source regions
to ensure that the peaks in the electrical fields are bounded, hence preventing carriers to
reach the critical values necessary to become hot. The reduced supply voltage that is typi-
cal for deep sub-micron technologies can in part be attributed to the necessity to keep hot-
carrier effects under control.

16.0m ——
- gltldD:;erzged\ e ~— Stress time=100 minutes
L=0.3um, T_=42A
12.0m | Stress V =4.3V, Measurement Vgs=2.5V
o (Aly/ 1=14%, (Aly/ 1) =2.4%
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i ! - Stress V=7.7V, Measurement V =5V
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Figure 3.36 Hot-carrier effects cause thel-V characteristics of an NMOS transistor to degrade from
extensive usage (from [McGaughy98]).
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CMOS Latchup

The MOS technology contains a number of intrinsic bipolar transistors. These are espe-
cially troublesome in CMOS processes, where the combination of wells and substrates
results in the formation of parasiticn-p-n-p structures. Triggering these thyristor-like
devices leads to a shorting of theVy, and Vg lines, usually resulting in a destruction of
the chip, or at best a system failure that can only be resolved by power-down.

Consider then-well structure of Figure 3.37a. Then-p-n-p structure is formed by the
source of the NMOS, the p-substrate, the n-well and the source of the PMOS. A circuit
equivalent is shown in Figure 3.37b. When one of the two bipolar transistors gets forward
biased (e.g., due to current flowing through the well, or substrate), it feeds the base of the
other transistor. This positive feedback increases the current until the circuit fails or
burns out.

Voo
Voo

ﬁl_‘ —1 R
— — p-source
p+ r]+ | / n+ p+ \ ’ p+ n+
n-well Ronell
1

Rosibs n-source
p-substrate Rosuis

(a) Origin of latchup (b) Equivalent circuit

Figure3.37 CMOS latchup.

From the above analysis the message to the designer is clear— to avoid latchup, the
resistances Ry and Rygs should be minimized. This can be achieved by providing
numerous well and substrate contacts, placed close to the source connections of the
NMOS/PMOS devices. Devices carrying a lot of current (such as transistors in the 1/0
drivers) should be surrounded byguard rings. These circular well/substrate contacts, posi-
tioned around the transistor, reduce the resistance even further and reduce the gain of the
parasitic bipolars. For an extensive discussion on how to avoid latchup, please refer to
[Weste93]. The latchup effect was especially critical in early CMOS processes. In recent
years, process innovations and improved design techniques have all but eliminated the
risks for latchup.

3.35 SPICE Modelsfor the MOS Transistor

The complexity of the behavior of the short-channel MOS transistor and its many parasitic
effects has led to the development of a wealth of models for varying degrees of accuracy
and computing efficiency. In general, more accuracy also means more complexity and,
hence, an increased run time. In this section, we briefly discuss the characteristics of the
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more popular MOSFET models, and describe how to instantiate a MOS transistor in acir-
cuit description.

SPICE Models

SPICE has three built-in MOSFET models, selected by the LEVEL parameter in the
model card. Unfortunately, all these models have been rendered obsolete by the progres-
sion to short-channel devices. They should only be used for first-order analysis, and we
therefore limit ourselves to a short discussion of their main properties.

e The LEVEL 1 SPICE model implements the Shichman-Hodges model , which is
based on the square law long-channel expressions, derived earlier in this chapter. It
does not handle short-channel effects.

» TheLEVEL 2 model isageometry-based model, which uses detailed device physics
to define its equations. It handles effects such as vel ocity saturation, mobility degra-
dation, and drain-induced barrier lowering. Unfortunately, including all 3D-effects
of an advanced submicron process in a pure physics-based model becomes complex
and inaccurate.

» LEVEL 3isasemi-empirical model. It relies on a mixture of analytical and empiri-
cal expressions, and uses measured device data to determine its main parameters. It
works quite well for channel lengths down to Inm.

In response to the inadequacy of the built-in models, SPICE vendors and semi-con-
ductor manufacturers have introduced a wide range of accurate, but proprietary models. A
complete description of all those would take the remainder of this book, which is, obvi-
ously, not the goal. We refer the interested reader to the extensive literature on this topic
[e.g. VIadimirescuX X].

The BSIM3V3 SPICE Model

The confusing situation of having to use a different model for each manufacturer has for-
tunately been partially resolved by the adoption of the BSIM3v3 model as an industry-
wide standard for the modeling of deep-submicron MOSFET transistors. TheBerkeley
Short-Channel |GFET Model (or BSIM in short) provides a model that is analytically
simple and is based on a ‘small’ number of parameters, which are normally extracted from
experimental data. Its popularity and accuracy make it the natural choice for all the simu-
lations presented in this book.

A full-fledged BSIM3v3 model (denoted as LEVEL 49) contains over 200 parame-
ters, the majority of which are related to the modeling of second-order effects. Fortu-
nately, understanding the intricacies of all these parameters is not a requirement for the
digital designer. We therefore only present an overview of the parameter categories (Table
3.6). The Bin category deserves some extra attention. Providing a single set of parameters
that is acceptable over all possible device dimensions is deemed to be next to impossible.
So, a set of models is provided, each of which is valid for a limited region delineated by
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LMIN, LMAX, WMIN, and WMAX (called abin). It istypically left to the user to select
the correct bin for a particular transistor.

Table 3.6 BSIM3-V3 model parameter categories, and some important parameters.

Parameter Category Description

Control Selection of level and models for mobility, capacitance, and noise
LEVEL, MOBMOD, CAPMOD

DC Parameters for threshold and current calculations
VTHO, K1, UO, VSAT, RSH,

AC & Capacitance Parameters for capacitance computations
CGS(D)O, CJ, MJ, CISW, MJISwW

dw and dL Derivation of effective channel length and width

Process Process parameters such as oxide thickness and doping concentrations
TOX, XJ, GAMMA1, NCH, NSUB

Temperature Nominal temperature and temperature coefficients for various device parameters
TNOM
Bin Bounds on device dimensions for which model is valid

LMIN, LMAX, WMIN, WMAX

Flicker Noise Noise model parameters

We refer the interested reader to the BSIM 3v3 documentation provided on the web-
site of the textbook (REFERENCE) for a complete description of the model parameters
and equations. The LEVEL-49 models for our generic 0.25mm CMOS process can be
found at the same location.

Transistor |nstantiation

The parameters that can be specified for an individual transistor are enumerated in
Table 3.7. Not al these parameters have to be defined for each transistor. SPICE assumes
default values (which are often zero!) for the missing factors.

WARNING: It is hard to expect accuracy from a simulator, when the circuit description

provided by the designer does not contain the necessary details. For instance, you must
accurately specify the area and the perimeter of the source and drain regions of the devices
when performing a performance analysis. Lacking this information, which is used for the
computation of the parasitic capacitances, your transient simulation will be next to use-
less. Similarly, it is often necessary to painstakingly define the value of the drain and
source resistance. The NRS and NRD values multiply the sheet resistance specified in the
transistor model for an accurate representation of the parasitic series source and drain

resistance of each transistor.
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Table 3.7 SPICE transistor parameters.

Parameter Name Symbol SPICE Name Units Default Value
Drawn Length L L m -
Effective Width w w m -
Source Area AREA AS m? 0
Drain Area AREA AD m? 0
Source Perimeter PERIM PS m 0
Drain Perimeter PERIM PD m 0
Squares of Source Diffusion NRS - 1
Squares of Drain Diffusion NRD - 1

Example 3.11 SPICE description of a CMOSinverter

An example of a SPICE description of a CMOS inverter, consisting of an NMOS and a
PMOS transistor, is given below. Transistor M1 is an NMOS device of model-type (and bin)
nmos.1 with its drain, gate, source, and body terminals connected to nodesivout, nvin, 0, and
0, respectively. Its gate length is the minimum allowed in this technology (0.25m). The +'
character at the start of line 2 indicates that this line is a continuation of the previous one.

The PMOS device of typepmos.1, connected between nodesnvout, nvin, nvdd, and
nvdd (D, G, S, and B, respectively), is three times wider, which reduces the series resistance,
but increases the parasitic diffusion capacitances as the area and perimeter of the drain and
source regions go up.

Finally, the.lib line refers to the file that contains the transistor models.

M1 nvout nvin 0 0 nmos.1 W=0.375U L=0.25U

+AD=0.24P PD=1.625U AS=0.24P PS=1.625U NRS=1 NRD=1
M2 nvout nvin nvdd nvdd pmos.1 W=1.125U L=0.25U

+AD=0.7P PD=2.375U AS=0.7P PS=2.375U NRS=0.33 NRD=0.33
lib 'c:\Design\M odel s\cmos025.1"

3.4 A Word on Process Variations

The preceding discussions have assumed that a device is adequately modeled by a single
set of parameters. In reality, the parameters of a transistor vary from wafer to wafer, or
even between transistors on the same die, depending upon the position. This observed ran-
dom distribution between supposedly identical devices is primarily the result of two fac-
tors.

1. Variationsin the process parameters, such as impurity concentration densities, oxide
thicknesses, and diffusion depths, caused by nonuniform conditions during the dep-
osition and/or the diffusion of the impurities. These result in diverging values for
sheet resistances, and transistor parameters such as the threshold voltage.
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2. Variations in the dimensions of the devices, mainly resulting from the limited reso-
[ution of the photolithographic process. This causes deviations in the\\/L) ratios of
MOS transistors and the widths of interconnect wires.

Observe that quite a number of these deviations are totally uncorrelated. For instance,
variations in the length of an MOS transistor are unrelated to variations in the threshold
voltage as both are set by different process steps. Below we examine the impact on some
of the parameters that determine the transistor current.

» The threshold voltage V; can vary for numerous reasons: changes in oxide thick-
ness, substrate, poly and implant impurity levels, and the surface charge. Accurate
control of the threshold voltage is an important goal for many reasons. Where in the
past thresholds could vary by as much as 50%, state-of-the-art digital processes
manage to control the thresholds to within 25-50 mV.

» ki, The main cause for variations in the process transconductance is changes in
oxide thickness. Variations can also occur in the mobility but to a lesser degree.

» Variations in W and L. These are mainly caused by the lithographic process.
Observe that variations in W and L are totally uncorrelated since the first is deter-
mined in the field-oxide step, while the second is defined by the polysilicon defini-
tion and the source and drain diffusion processes.

The measurable impact of the process variations may be a substantial deviation of
the circuit behavior from the nominal or expected response, and this could be in either
positive or negative directions. This poses the designer for an important economic
dilemma. Assume, for instance, that you are supposed to design a microprocessor running
at a clock frequency of 500 MHz. It is economically important that the majority of the
manufactured dies meet that performance requirement. One way to achieve that goal isto
design the circuit assuming worst-case values for all possible device parameters. While
safe, this approach is prohibitively conservative and results in severely overdesigned and
hence uneconomical circuits.

To help the designer make a decision on how much margin to provide, the device
manufacturer commonly provides fast and slow device models in addition to the nominal
ones. These result in larger or smaller currents than expected, respectively.

Example 3.12 MOSTransistor Process Variations

To illustrate the possible impact of process variations on the performance of an MOS device,
consider aminimum-size NMOS device in our generic 0.25mm CMOS process. A later chap-
ter will establish that the speed of the device is proportional to the drain current that can be
delivered.

Assume initially thatVgg = Vpg = 2.5 V. From earlier simulations, we know that this
produces a drain current of 220mA. The nominal model is now replaced by the fast and slow
models, that modify the length and width (£10%), threshold (+60 mV), and oxide thickness
(+5%) parameters of the device. Simulations produce the following data:

Fast: 1,=265mA: +20%

Slow: 14=182 mA: -17%

Let us now proceed one step further. The supply voltage delivered to a circuit is by no means
a constant either. For instance, the voltage delivered by a battery can drop off substantially
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towards the end of its lifetime. In practice, avariation in 10% of the supply voltage may well
be expected.

Fast + V= 2.75V: I4=302 mA: +37%

Slow + V43 =2.25V: 4= 155 mA: -30%
The current levels and the associated circuit performance can thus vary by almost 100%
between the extreme cases. To guarantee that the fabricated circuits meet the performance
requirements under all circumstances, it is necessary to make the transistor 42%
(=220mA/155mA) wider then would be required in the nominal case. This translates into a
severe area penalty.

Fortunately, these worst- (or best-) case conditions occur only very rarely in reality.
The probability that all parameters assume their worst-case values simultaneously is very
low, and most designs will display a performance centered around the nominal design.
The art of the design for manufacturability is to center the nominal design so that the
majority of the fabricated circuits (e.g., 98%) will meet the performance specifications,
while keeping the area overhead minimal.

Specialized design toolsto help meet this goal are available. For instance, the Monte
Carlo analysis approach [Jensen91] simulates a circuit over awide range of randomly cho-
sen values for the device parameters. The result is a distribution plot of design parameters
(such as the speed or the sensitivity to noise) that can help to determine if the nominal
design is economically viable. Examples of such distribution plots, showing the impact of
variations in the effective transistor channel length and the PMOS transistor thresholds on
the speed of an adder cell, are shown in Figure 3.38. As can be observed, technology vari-
ations can have a substantial impact on the performance parameters of a design.
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Figure3.38 Distribution plots of speed of adder circuit as a function of varying device parameters, as obtain
by a Monte Carlo analysis. The circuit is implemented in a 2rm (nominal) CMOS technology €ourtesy of Eric
Boskin, UCB, and ATMEL corp.).

One important conclusion from the above discussion is that SPICE simulations
should be treated with care. The device parameters presented in amodel represent average
values, measured over a batch of manufactured wafers. Actual implementations are bound
to differ from the simulation results, and for reasons other than imperfections in the mod-

.
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eling approach. Be furthermore aware that temperature variations on the die can present
another source for parameter deviations. Optimizing an MOS circuit with SPICE to ares-
olution level of a picosecond or amicrovolt is clearly awaste of effort.

3.5 Perspective: Technology Scaling

Over the last decades, we have observed a spectacular increase in integration density and
computational complexity of digital integrated circuits. As already argued in the introduc-
tion, applications that were considered implausible yesterday are already forgotten today.
Underlying this revolution are the advances in device manufacturing technology that
allow for a steady reduction of the minimum feature size such as the minimum transistor
channel length realizable on a chip. To illustrate this point, we have plotted irfrigure 3.39
the evolution of the (average) minimum device dimensions starting from the 1960s and
projecting into the 21st century. We observe a reduction rate of approximately 13% per
year, halving every 5 years. Another interesting observation is that no real sign of a slow-
down isin sight, and that the breathtaking pace will continue in the foreseeable future.

10 T T T T T

Figure 3.39 Evolution of (average) minimum channel
length of MOS transistors over time. Dots represent
observed or projected (2000 and beyond) values. The
continuous line represents a scaling scenario that
reduces the minimum feature with a factor 2 every 5
years.
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A pertinent question is how this continued reduction in feature size influences the
operating characteristics and properties of the MOS transistor, and indirectly the critical
digital design metrics such as switching frequency and power dissipation. A first-order
projection of this behavior is called ascaling analysis, and is the topic of this section. In
addition to the minimum device dimension, we have to consider the supply voltage as a
second independent variable in such a study. Different scaling scenarios result based on
how these two independent variables are varied with respect to each other [Dennard74,
Baccarani84].

Three different models are studied in Table 3.8. To make the results tractable, it is
assumed that all device dimensions scale by the same factolS (with S> 1 for a reduction

in size). This includes the width and length of the transistor, the oxide thickness, and the
junction depths. Similarly, we assume that all voltages, including the supply voltage and
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the threshold voltages, scale by a sameratidJ. The relations governing the scaling behav-
ior of the dependent variables are tabulated in column 2. Observe that this analysis only
considers short-channel devices with alinear dependence between control voltage and sat-
uration current (as expressed by Eqg. (3.39)). We discuss each scenario in turn.

Table 3.8 Scaling scenarios for short-channel devices.

Parameter Relation Full Scaling General Scaling | Fixed-Voltage Scaling
W, L, t, s s s
Voo, Vr Us YU 1

Neus VIWiep? S S
Area/Device WL us? s s
Cox 1t S S S
Cyate Co WL Us s s
Ky o C WL s s s
I Co, VW s U 1
Current Density I /Area S S S
Ron Vil gy 1 1 1
Intrinsic Delay RonCyate s s s
P IV Us Yu? 1
Power Density P/Area 1 SIu?

Full Scaling (Constant Electrical Field Scaling)

Inthisideal model, voltages and dimensions are scaled by the same factoB. The goal isto
keep the electrical field patterns in the scaled device identical to those in the original
device. Keeping the electrical fields constant ensures the physical integrity of the device
and avoids breakdown or other secondary effects. This scaling leads to greater device den-
sity (Area), higher performance (Intrinsic Delay), and reduced power consumption ).
The effects of full scaling on the device and circuit parameters are summarized in the third
column of Table 3.8. We use the intrinsic time constant, which is the product of the gate
capacitance and the on-resistance, as a measure for the performance. The analysis shows
that the on-resistance remains constant due to the simultaneous scaling of voltage swing
and current level. The performance improved is solely due to the reduced capacitance. The
results clearly demonstrate the beneficial effects of scaling— the speed of the circuit
increasesin alinear fashion, while the power/gate scales down quadratical |y

6 Some assumptions were made when deriving this table:

1. Itisassumed that the carrier mobilities are not affected by the scaling.

2. The substrate doping Ny, is scaled so that the maximum depletion-layer width is reduced by a
factor S

3. It is furthermore assumed that the delay of the device is mainly determined by the intrinsic
capacitance (the gate capacitance) and that other device capacitances, such as the diffusion
capacitances, scale appropriately. This assumption is approximately true for the full-scaling
case, but not for fixed-voltage scaling, whereC; scales as 1 DJ—S.
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Fixed-Voltage Scaling

In reality, full scaling is not afeasible option. First of al, to keep new devices compatible
with existing components, voltages cannot be scaled arbitrarily. Having to provide for
multiple supply voltages adds considerably to the cost of a system. As a result, voltages
have not been scaled down along with feature sizes, and designers adhere to well-defined
standards for supply voltages and signal levels. As isillustrated in Figure 3.40, 5V was
the de facto standard for all digital components up to the early 1990s, and dixed-voltage
scaling model was followed.

Only with the introduction of the 0.5nm CMOS technology did new standards such
as 3.3V and 2.5 V make an inroad. Today, a closer tracking between voltage and device
dimension can be observed.The reason for this change in operation model can partially be
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explained with the aid of the fixed-voltage scaling model, summarized in the fifth column
of Table 3.8. In avelocity-saturated device, keeping the voltage constant while scaling the
device dimensions does not give a performance advantage over the full-scaling model, but
instead comes with a major power penalty. The gain of an increased current is simply off-
set by the higher voltage level, and only hurts the power dissipation. This scenario is very
different from the situation that existed when transistors were operating in the long-chan-
nel mode, and the current was a quadratic function of the voltage (as per Eq. (3.29)).
Keeping the voltage constant under these circumstances gives a distinct performance
advantage, as it causes a net reduction in on-resistance.

While the above argumentation offers ample reason to scale the supply voltages
with the technology, other physical phenomena such as the hot-carrier effect and oxide
breakdown also contributed to making the fixed-voltage scaling model unsustainable.

Problem 3.2 Scaling of L ong-channel Devices

Demonstrate that for a long-channel transistor, full-voltage scaling results in a reduction
of theintrinsic delay with a factorS?, while increasing the power dissipation/device byS.
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Reconstruct Table 3.8 assuming that the current is a quadratic function of the voltage (Eqg.
(3.29)).

WARNING: The picture painted in the previous section represents a first-order model.
Increasing the supply voltage still offers somewhat of a performance benefit for short-
channel transistors. Thisis apparent in Figure 3.27 and Table 3.3, which show areduction
of the equivalent on-resistance with increasing supply voltage— even for the high voltage
range. Y et, this effect, which is mostly due to the channel-length modulation, is secondary
and is far smaller than what would be obtained in case of long-channel devices.

The reader should keep this warning in the back of his mind throughout this scaling
study. The goal isto discover first-order trends. Thisimpliesignoring second-order effects
such as mobility-degradation, series resistance, etc.

General Scaling

We observe in Figure 3.40 that the supply voltages, while moving downwards, are not
scaling as fast as the technology. For instance, for the technology scaling from 0.5m to
0.1 mm, the maximum supply-voltage only reduces from 5 V to 1.5 V. The obvious ques-
tion iswhy not to stick to the full-scaling model, when keeping the voltage higher does not
yield any convincing benefits? This departure is motivated by the following argumenta-
tion:

» Some of the intrinsic device voltages such as the silicon bandgap and the built-in
junction potential, are material parameters and cannot be scaled.

» The scaling potential of the transistor threshold voltage is limited. Making the
threshold too low makes it difficult to turn off the device completely. Thisis aggra-
vated by the large process variation of the value of the threshold, even on the same
wafer.

Therefore, a more general scaling model is needed, where dimensions and voltages
are scaled independently. This general scaling model is shown in the fourth column of
Table 3.8. Here, device dimensions are scaled by a factorS, while voltages are reduced by
afactor U. When the voltage is held constant,U = 1, and the scaling model reduces to the
fixed-voltage model. Note that the general-scaling model offers a performance scenario
identical to the full- and the fixed scaling, while its power dissipation lies between the two
models (for S> U > 1).

Verifying the M odel

To summarize this discussion on scaling, we have combined in Table 3.9 the characteris-
tics of some of the most recent CMOS processes and projections on some future ones.
Observe how the operating voltages are being continuously reduced with diminishing
device dimensions, while threshold voltages remain virtually constant. As predicted by the
scaling model, the maximum drive current remains approximately constant.
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Table3.9 MOSFET technology projection (from [SIA97]).

Year of Introduction 1997 1999 2001 2003 2006 2009
Channel length (mm) 0.25 0.18 0.15 0.13 0.1 0.07
Gate oxide (nm) 45 34 2-3 2-3 152 <15

Vo (V) 1825 | 1518 | 1215 | 1215 | 0912 | 0609
Vi (V) 0.4 0.4 0.4 0.4 0.4 0.4

NMOS/PMOS | pgy (NA/MM) 600/280 | 600/280 | 600/280 | 600/280 | 600/280 | 600/280

From the above, it is reasonable to conclude that both integration density and perfor-
mance will continue to increase. The obvious question is for how long? Experimental 25
nm CMOS devices have proven to be operational in the laboratories and to display current
characteristics that are surprisingly close to present-day transistors. These transistors,
while working along similar concepts as the current MOS devices, look very different
from the structures we are familiar with, and require some substantialdevice engineering.
For instance, Figure 3.41 shows a potential transistor structure, the folded channel dual-
gated transistor, which has proven to be operational up to very small channel lengths.

Figure3.41 Folded dual-gated transistor with 25 nm channel length [Hu99].

Integrated circuits integrating more then one billion transistors clocked at speeds of
multiple GHz's hence seem to be well under way. Whether this will actually happen is an
open question. Even though it might be technologically feasible, other parameters have an
equal impact on the feasibility of such an undertaking. A first doubt isif such a part can be
manufactured in an economical way. Current semiconductor plants cost over $5 billion,
and this price is expected to rise substantially with smaller feature sizes. Design consider-
ations also play arole. Power consumption of such a component might be prohibitive. The
growing role of interconnect parasitics might put an upper bound on performance. Finally,
system considerations might determine what level of integration isreally desirable. All in
all, it is obvious that the design of semiconductor circuits still faces an exciting future.
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3.6 Summary

In this chapter, we have presented a a comprehensive overview of the operation of the
MOSFET transistor, the semiconductor device at the core of virtually all contemporary
digital integrated circuits. Besides an intuitive understanding of its behavior, we have pre-
sented a variety of modeling approaches ranging from simple models, useful for a first-
order manual analysis of the circuit operation, to complex SPICE models. These models
will be used extensively in later chapters, where we look at the fundamental building
blocks of digital circuits. We started off with a short discussion of the semiconductor
diode, one of the most dominant parasitic circuit elementsin CMOS designs.

The static behavior of the junction diode is well described by the ideal diode equa-
tion that states that the current is anexponential function of the applied voltage bias.

In reverse-biased mode, the depletion-region space charge of the diode can be mod-
eled as a non-linear voltage-dependent capacitance. This is particularly important as
the omnipresent source-body and drain-body junctions of the MOS transistors all
operate in this mode. A linearized large-scale model for the depletion capacitance
was introduced for manual analysis.

The MOS(FET) transistor is a voltage-controlled device, where the controlling gate
terminal is insulated from the conducting channel by a SiQ capacitor. Based on the
value of the gate-source voltage with respect to a threshold voltagé/y, three opera-
tion regions have been identified: cut-off, linear, and saturation. One of the most
enticing properties of the MOS transistor, which makes it particularly amenable to
digital design, is that it approximates a voltage-controlled switch: when the control
voltage islow, the switch is nonconducting (open); for a high control voltage, a con-
ducting channel is formed, and the switch can be considered closed. This two-state
operation matches the concepts of binary digital logic.

The continuing reduction of the device dimensions to the submicron range has intro-
duced some substantial deviations from the traditional long-channel M OS transistor
model. The most important one is thevelocity saturation effect, which changes the
dependence of the transistor current with respect to the controlling voltage from
quadratic to linear. Models for this effect as well as other second-order parasitics
have been introduced. One particular effect that is gaining in importance is thaub-
threshold conduction, which causes devices to conduct current even when the con-
trol voltage drops below the threshold.

The dynamic operation of the MOS transistor is dominated by thelevice capacitors.
The main contributors are the gate capacitance and the capacitance formed by the
depletion regions of the source and drain junctions. The minimization of these
capacitances is the prime requirement in high-performance MOS design.

SPICE models and their parameters have been introduced for all devices. It was
observed that these models represent an average behavior and can vary over asingle
wafer or die.
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» The MOS transistor is expected to dominate the digital integrated circuit scene for
the next decade. Continued scaling will lead to device sizes of approximately 0.07
micron by the year 2010, and logic circuits integrating more than 1 billion transis-
torson adie.

3.7 ToProbeFurther

Semiconductor devices have been discussed in numerous books, reprint volumes, tutori-
als, and journal articles. Thel EEE Journal on Electron Devices is one of the prime jour-
nals, where most of the state-of-the-art devices and their modeling are discussed. The
books and journals referenced below contain excellent discussions of the semiconductor
devices of interest or refer to specific topics brought up in the course of this chapter.
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3.8 Exercisesand Design Problems

For all problems, use the device parameters provided in Chapter 3 (XX X) and the inside back book
cover, unless otherwise mentioned. Also assume T = 300 K by default.

1. [ESPICE2.23]

a.

Consider the circuit of Figure 3.42. Using the simple model, with ,, = 0.7 V, solve for
Ip-

b. Find Iy and V;, using the ideal diode equation. Usel .= 107 A and T = 300 K.

Solve for Vpg, Vp,, and 15 using SPICE.
Repeat partsb and ¢ using 1= 10° A T = 300K, andlg= 10™A, T = 350 K.

R, = 2KW

Figure3.42 Resistor diode circuit.

2. [M, None, 2.2.3] For the circuit in Figure 3.43,V;= 3.3 V. AssumeAp = 12 mm?, f 0=0.65V,
andm=0.5. N, = 25 E16 and N, = 5 E15.

a.

® oo o

Find I and Vp.

Isthe diode forward- or reverse-biased?

Find the depletion region Wid’[h,V\/j, of the diode.

Use the parallel-plate model to find the junction capacitanceC;.

Set V, = 1.5 V. Again using the parallel-plate model, explain qualitatively whyC,
increases.

3. [E, SPICE, 2.3.2] Figure 3.44 shows NMOS and PMOS devices with drains, source, and gate
ports annotated. Determine the mode of operation (saturation, triode, or cutoff) and drain cur-
rent |5 for each of the biasing configurations given below. Verify with SPICE. Use the fol-
lowing transistor data: NMOS: k, = 60 MA/V?, Vyp = 0.7 V, | = 0.1 V™, PMOS: k, = 20
MA/V?, V3o =08V, | =0.1V™ Assume (WIL) = 1.

a.

NMOS: Vgg= 3.3V, Vpg=3.3V. PMOS: V=05V, Vpg=—-15V.
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1.1 A Historical Perspective

The concept of digital data manipulation has made a dramatic impact on our society. One
has long grown accustomed to the idea of digital computers. Evolving steadily from main-
frame and minicomputers, persona and laptop computers have proliferated into daily life.
More significant, however, is a continuous trend towards digital solutions in all other
areas of electronics. Instrumentation was one of the first noncomputing domains where the
potential benefits of digital data manipulation over analog processing were recognized.
Other areas such as control were soon to follow. Only recently have we witnessed the con-
version of telecommunications and consumer electronics towards the digital format.
Increasingly, telephone data is transmitted and processed digitally over both wired and
wireless networks. The compact disk has revolutionized the audio world, and digital video
isfollowing inits footsteps.

The idea of implementing computational engines using an encoded dataformat is by
no means an idea of our times. In the early nineteenth century, Babbage envisioned large-
scale mechanical computing devices, called Difference Engines [Swade93]. Although
these engines use the decimal number system rather than the binary representation now
common in modern electronics, the underlying concepts are very similar. The Analytical
Engine, developed in 1834, was perceived as a general -purpose computing machine, with
features strikingly close to modern computers. Besides executing the basic repertoire of
operations (addition, subtraction, multiplication, and division) in arbitrary sequences, the
machine operated in a two-cycle sequence, called “store” and “mill” (execute), similar to
current computers. It even used pipelining to speed up the execution of the addition opera-
tion! Unfortunately, the complexity and the cost of the designs made the concept impracti-
cal. For instance, the design of Difference Engine | (part of which is shown in Figure 1.1)
required 25,000 mechanical parts at atotal cost of £17,470 (in 1834!).

—_—

I L T—LI-..-'_',. _ AR T TR

i

Difference Engine | (1832), the first known
automatic calculator (from [Swade93],
courtesy of the Science Museum of

. London).

| Figure 1.1 Working part of Babbage’s
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The electrical solution turned out to be more cost effective. Early digital electronics
systems were based on magnetically controlled switches (or relays). They were mainly
used in the implementation of very simple logic networks. Examples of such are train
safety systems, where they are still being used at present. The age of digital electronic
computing only started in full with the introduction of the vacuum tube. While originally
used almost exclusively for analog processing, it was realized early on that the vacuum
tube was useful for digital computations as well. Soon complete computers were realized.
The era of the vacuum tube based computer culminated in the design of machines such as
the ENIAC (intended for computing artillery firing tables) and the UNIVAC | (the first
successful commercial computer). To get an idea about integration density, the ENIAC
was 80 feet long, 8.5 feet high and several feet wide and incorporated 18,000 vacuum
tubes. It became rapidly clear, however, that this design technology had reached its limits.
Reliability problems and excessive power consumption made the implementation of larger
engines economically and practically infeasible.

All changed with the invention of the transistor at Bell Telephone Laboratories in
1947 [Bardeen4g], followed by the introduction of the bipolar transistor by Schockley in
1949 [Schockley49] . It took till 1956 before this led to the first bipolar digital logic gate,
introduced by Harris [Harris56], and even more time before this translated into a set of
integrated-circuit commercial logic gates, caled the Fairchild Micrologic family
[Norman60]. The first truly successful I1C logic family, TTL (Transistor-Transistor Logic)
was pioneered in 1962 [Beeson62]. Other logic families were devised with higher perfor-
mance in mind. Examples of these are the current switching circuits that produced the first
subnanosecond digital gates and culminated in the ECL (Emitter-Coupled Logic) family
[Masaki74]. TTL had the advantage, however, of offering a higher integration density and
was the basis of the first integrated circuit revolution. In fact, the manufacturing of TTL
components is what spear-headed the first large semiconductor companies such as Fair-
child, National, and Texas Instruments. The family was so successful that it composed the
largest fraction of the digital semiconductor market until the 1980s.

Ultimately, bipolar digital logic lost the battle for hegemony in the digital design
world for exactly the reasons that haunted the vacuum tube approach: the large power con-
sumption per gate puts an upper limit on the number of gates that can be reliably integrated
on a single die, package, housing, or box. Although attempts were made to develop high
integration density, low-power bipolar families (such as I>L—ntegrated Injection Logic
[Hart72]), the torch was gradually passed to the MOS digital integrated circuit approach.

The basic principle behind the MOSFET transistor (originally called IGFET) was
proposed in a patent by J. Lilienfeld (Canada) as early as 1925, and, independently, by O.
Heil in England in 1935. Insufficient knowledge of the materials and gate stability prob-
lems, however, delayed the practical usability of the device for a long time. Once these
were solved, MOS digital integrated circuits started to take off in full in the early 1970s.
Remarkably, the first MOS logic gates introduced were of the CMOS variety
[Wanlass63], and this trend continued till the late 1960s. The complexity of the manufac-
turing process delayed the full exploitation of these devices for two more decades. Instead,

L An intriguing overview of the evolution of digital integrated circuits can be found in [Murphy93].
(Most of the datain this overview has been extracted from this reference). It is accompanied by some of the his-
torically ground-breaking publications in the domain of digital IC’s.

.
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the first practical MOS integrated circuits were implemented in PMOS-only logic and
were used in applications such as calculators. The second age of the digital integrated cir-
cuit revolution was inaugurated with the introduction of the first microprocessors by Intel
in 1972 (the 4004) [Faggin72] and 1974 (the 8080) [Shima74]. These processors were
implemented in NMOS-only logic, which has the advantage of higher speed over the
PMOS logic. Simultaneously, MOS technology enabled the realization of the first high-
density semiconductor memories. For instance, the first 4Kbit MOS memory was intro-
duced in 1970 [Hoff70].

These events were at the start of a truly astounding evolution towards ever higher
integration densities and speed performances, a revolution that is still in full swing right
now. The road to the current levels of integration has not been without hindrances, how-
ever. In the late 1970s, NMOS-only logic started to suffer from the same plague that made
high-density bipolar logic unattractive or infeasible: power consumption. This realization,
combined with progress in manufacturing technology, finaly tilted the balance towards
the CMOS technology, and this is where we still are today. Interestingly enough, power
consumption concerns are rapidly becoming dominant in CMOS design as well, and this
time there does not seem to be a new technology around the corner to alleviate the
problem.

Although the large magjority of the current integrated circuits are implemented in the
MOS technology, other technologies come into play when very high performance is at
stake. An example of this is the BICMOS technology that combines bipolar and MOS
devices on the same die. BICMOS is used in high-speed memories and gate arrays. When
even higher performance is necessary, other technol ogies emerge besides the already men-
tioned bipolar silicon ECL family—Gallium-Arsenide, Silicon-Germanium and even
superconducting technologies. These technologies only play avery small role in the over-
all digital integrated circuit design scene. With the ever increasing performance of CMOS,
this role is bound to be further reduced with time. Hence the focus of this textbook on
CMOS only.

1.2 Issuesin Digital Integrated Circuit Design

Integration density and performance of integrated circuits have gone through an astound-
ing revolution in the last couple of decades. In the 1960s, Gordon Moore, then with Fair-
child Corporation and later cofounder of Intel, predicted that the number of transistors that
can be integrated on a single die would grow exponentially with time. This prediction,
later called Moore's law, has proven to be amazingly visionary [Moore65]. Its validity is
best illustrated with the aid of a set of graphs. Figure 1.2 plots the integration density of
both logic IC's and memory as a function of time. As can be observed, integration com-
plexity doubles approximately every 1 to 2 years. As a result, memory density has
increased by more than a thousandfold since 1970.

An intriguing case study is offered by the microprocessor. From itsinception in the
early seventies, the microprocessor has grown in performance and complexity at a steady
and predictable pace. The transistor counts for a number of landmark designs are collected
in Figure 1.3. The million-transistor/chip barrier was crossed in the late eighties. Clock
frequencies double every three years and have reached into the GHz range. Thisisillus-

.
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Figure 1.2 Evolution of integration complexity of logic ICs and memories as a function of time.

trated in Figure 1.4, which plots the microprocessor trends in terms of performance at the
beginning of the 21% century. An important observation is that, as of now, these trends
have not shown any signs of a slow-down.

It should be no surprise to the reader that this revolution has had a profound impact
on how digital circuits are designed. Early designs were truly hand-crafted. Every transis-
tor was laid out and optimized individually and carefully fitted into its environment. This
is adequately illustrated in Figure 1.5a, which shows the design of the Intel 4004 micro-
processor. This approach is, obviously, not appropriate when more than a million devices
have to be created and assembled. With the rapid evolution of the design technology,
time-to-market is one of the crucial factors in the ultimate success of a component.
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Figure 1.3 Historical evolution of microprocessor transistor count (from [Intel01]).
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1980 1990 2010  Figure 1.4 Microprocessor performance
trends at the beginning of the 21st century.
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Designers have, therefore, increasingly adhered to rigid design methodologies and strate-
giesthat are more amenabl e to design automation. The impact of this approach is apparent
from the layout of one of the later Intel microprocessors, the Pentium® 4, shown in Figure
1.5b. Instead of the individualized approach of the earlier designs, a circuit is constructed
in a hierarchical way: a processor is a collection of modules, each of which consists of a
number of cellson its own. Cells are reused as much as possible to reduce the design effort
and to enhance the chances for a first-time-right implementation. The fact that this hierar-
chical approach is at all possible is the key ingredient for the success of digital circuit
design and also explains why, for instance, very large scale analog design has never
caught on.

The obvious next question is why such an approach is feasible in the digital world
and not (or to alesser degree) in analog designs. The crucial concept here, and the most
important one in dealing with the complexity issue, is abstraction. At each design level,
the internal details of a complex module can be abstracted away and replaced by a black
box view or model. This model contains virtually al the information needed to deal with
the block at the next level of hierarchy. For instance, once a designer has implemented a
multiplier module, its performance can be defined very accurately and can be captured ina
model. The performance of this multiplier isin general only marginaly influenced by the
way it is utilized in alarger system. For all purposes, it can hence be considered a black
box with known characteristics. As there exists no compelling need for the system
designer to look inside this box, design complexity is substantially reduced. The impact of
this divide and conquer approach is dramatic. Instead of having to deal with a myriad of
elements, the designer has to consider only a handful of components, each of which are
characterized in performance and cost by a small number of parameters.

Thisis analogous to a software designer using a library of software routines such as
input/output drivers. Someone writing alarge program does not bother to look inside those
library routines. The only thing he cares about is the intended result of calling one of those
modules. |magine what writing software programs would be like if one had to fetch every
bit individually from the disk and ensure its correctness instead of relying on handy “file
open” and “get string” operators.
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(b) The Pentium ® 4 microprocessor

Figure 1.5 Comparing the design methodologies of the Intel 4004 (1971) and Pentium ® 4 (2000
microprocessors (reprinted with permission from Intel).
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Typically used abstraction levelsin digital circuit design are, in order of increasing
abstraction, the device, circuit, gate, functional module (e.g., adder) and system levels
(e.g., processor), asillustrated in Figure 1.6. A semiconductor device is an entity with a
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Figure 1.6 Design abstraction levels in digital circuits.

very complex behavior. No circuit designer will ever seriously consider the solid-state
physics equations governing the behavior of the device when designing a digital gate.
Instead he will use a simplified model that adequately describes the input-output behavior
of the transistor. For instance, an AND gate is adequately described by its Boolean expres-
sion (Z = A.B), its bounding box, the position of the input and output terminals, and the
delay between the inputs and the output.

This design philosophy has been the enabler for the emergence of elaborate com-
puter-aided design (CAD) frameworks for digital integrated circuits; without it the current
design complexity would not have been achievable. Design tools include simulation at the
various complexity levels, design verification, layout generation, and design synthesis. An
overview of these tools and design methodologiesis given in Chapter 8 of this textbook.

Furthermore, to avoid the redesign and reverification of frequently used cells such
as basic gates and arithmetic and memory modules, designers most often resort to cell
libraries. These libraries contain not only the layouts, but also provide complete docu-
mentation and characterization of the behavior of the cells. The use of cell libraries s, for
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instance, apparent in the layout of the Pentium ® 4 processor (Figure 1.5b). The integer
and floating-point unit, just to name a few, contain large sections designed using the so-
called standard cell approach. In this approach, logic gates are placed in rows of cells of
equal height and interconnected using routing channels. The layout of such ablock can be
generated automatically given that alibrary of cellsis available.

The preceding analysis demonstrates that design automation and modular design
practices have effectively addressed some of the complexity issues incurred in contempo-
rary digital design. This leads to the following pertinent question. If design automation
solves al our design problems, why should we be concerned with digital circuit design at
all? Will the next-generation digital designer ever have to worry about transistors or para-
sitics, or isthe smallest design entity he will ever consider the gate and the module?

The truth is that the reality is more complex, and various reasons exist as to why an
insight into digital circuits and their intricacies will till be an important asset for a long
time to come.

 First of al, someone till has to design and implement the module libraries. Semi-
conductor technologies continue to advance from year to year. Until one has devel-
oped afool-proof approach towards “porting” acell from one technology to another,
each change in technology—which happens approximately every two
years—requires aredesign of thelibrary.

 Creating an adequate model of a cell or module requires an in-depth understanding
of itsinternal operation. For instance, to identify the dominant performance parame-
ters of agiven design, one has to recognize the critical timing path first.

e The library-based approach works fine when the design constraints (speed, cost or
power) are not stringent. This is the case for a large number of application-specific
designs, where the main goal is to provide a more integrated system solution, and
performance requirements are easily within the capabilities of the technology.
Unfortunately for alarge number of other products such as microprocessors, success
hinges on high performance, and designers therefore tend to push technology to its
limits. At that point, the hierarchical approach tends to become somewhat less
attractive. To resort to our previous analogy to software methodologies, a program-
mer tends to “customize” software routines when execution speed is crucial; com-
pilers—or design tools—are not yet to the level of what human sweat or ingenuity
can deliver.

» Even more important is the observation that the abstraction-based approach is only
correct to a certain degree. The performance of, for instance, an adder can be sub-
stantially influenced by the way it is connected to its environment. The interconnec-
tion wires themselves contribute to delay as they introduce parasitic capacitances,
resistances and even inductances. The impact of the interconnect parasiticsis bound
to increase in the years to come with the scaling of the technology.

 Scaling tends to emphasize some other deficiencies of the abstraction-based model.
Some design entities tend to be global or external (to resort anew to the software
analogy). Examples of global factors are the clock signals, used for synchronization
in adigital design, and the supply lines. Increasing the size of adigital design hasa

.
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profound effect on these global signals. For instance, connecting more cellsto a sup-
ply line can cause a voltage drop over the wire, which, in itsturn, can slow down all
the connected cells. Issues such as clock distribution, circuit synchronization, and
supply-voltage distribution are becoming more and more critical. Coping with them
requires a profound understanding of the intricacies of digital circuit design.

» Another impact of technology evolution is that new design issues and constraints
tend to emerge over time. A typical example of thisisthe periodical reemergence of
power dissipation as a constraining factor, as was already illustrated in the historical
overview. Another example is the changing ratio between device and interconnect
parasitics. To cope with these unforeseen factors, one must at least be able to model
and analyze their impact, requiring once again a profound insight into circuit topol-
ogy and behavior.

» Finally, when things can go wrong, they do. A fabricated circuit does not always
exhibit the exact waveforms one might expect from advance simulations. Deviations
can be caused by variations in the fabrication process parameters, or by the induc-
tance of the package, or by a badly modeled clock signal. Troubleshooting a design
requires circuit expertise.

For all the above reasons, it ismy belief that an in-depth knowledge of digital circuit
design techniques and approaches is an essential asset for a digital-system designer. Even
though she might not have to deal with the details of the circuit on adaily basis, the under-
standing will help her to cope with unexpected circumstances and to determine the domi-
nant effects when analyzing a design.

Example 1.1 Clocks Defy Hierarchy

To illustrate some of the issues raised above, let us examine the impact of deficienciesin one
of the most important global signalsin a design, the clock. The function of the clock signal in
adigital design is to order the multitude of events happening in the circuit. This task can be
compared to the function of atraffic light that determines which cars are allowed to move. It
also makes sure that al operations are completed before the next one starts—a traffic light
should be green long enough to alow a car or a pedestrian to cross the road. Under ideal cir-
cumstances, the clock signal is a periodic step waveform with transitions synchronized
throughout the designed circuit (Figure 1.7a). In light of our analogy, changes in the traffic
lights should be synchronized to maximize throughput while avoiding accidents. The impor-
tance of the clock alignment concept isillustrated with the example of two cascaded registers,
both operating on the rising edge of the clock f (Figure 1.7b). Under normal operating condi-
tions, the input In gets sampled into the first register on therising edge of f and appears at the
output exactly one clock period later. This is confirmed by the simulations shown in Figure
1.8c (signal Out).

Due to delays associated with routing the clock wires, it may happen that the clocks
become misaligned with respect to each other. As aresult, the registers are interpreting time
indicated by the clock signal differently. Consider the case that the clock signal for the second
register is delayed—or skewed—by a value d. The rising edge of the delayed clock f ¢will
postpone the sampling of the input of the second register. If the time it takes to propagate the
output of the first register to the input of the second is smaller than the clock delay, the latter
will sample the wrong value. This causes the output to change prematurely, as clearly illus-
trated in the simulation, where the signal Out¢goes high at the first rising edge of f ¢instead of

.
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Figure 1.7 Impact of clock misalignment.

the second one. In terms of our traffic analogy, cars of afirst traffic light hit the cars of the
next light that have not |eft yet.

Clock misalignment, or clock skew, asit isnormally called, isan important example of
how global signals may influence the functioning of a hierarchically designed system. Clock
skew is actually one of the most critical design problems facing the designers of large, high-
performance systems.

Example 1.2 Power Distribution Networks Defy Hierarchy

While the clock signal is one example of a global signal that crosses the chip hierarchy
boundaries, the power distribution network represents another. A digital system requiresa
stable DC voltage to be supplied to the individual gates. To ensure proper operation, this
voltage should be stable within a few hundred millivolts. The power distribution system
has to provide this stable voltage in the presence of very large current variations. The
resistive nature of the on-chip wires and the inductance of the I C package pins make thisa
difficult proposition. For example, the average DC current to be supplied to a 100 W-1V
microprocessor equals 100 A! The peak current can easily be twice as large, and current
demand can readily change from almost zero to this peak value over a short time—in the
range of 1 nsec or less. This leads to a current variation of 100 GA/sec, which is a truly
astounding number.

Consider the problem of the resistance of power-distribution wires. A current of 1 A
running through a wire with aresistance of 1 W causes a voltage drop of 1V. With supply
voltages of modern digital circuits ranging between 1.2 and 2.5 V, such adrop is unaccept-
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Block A Block B Block A Block B

(a) Routing through the block (b) Routing around the block

Figure 1.8 Power distribution network design.

able. Making the wires wider reduces the resistance, and hence the voltage drop. While
this sizing of the power network is relatively simple in a flat design approach, it is a lot
more complex in a hierarchical design. For example, consider the two blocks below in
Figure 1.8a[Saleh01]. If power distribution for Block A isexamined inisolation, the addi-
tional loading due to the presence of Block B is not taken into account. If power is routed
through Block A to Block B, alarger IR drop will occur in Block B since power is also
being consumed by Block A before it reaches Block B.

Since the total IR drop is based on the resistance seen from the pin to the block, one
could route around the block and feed power to each block separately, as shown in Figure
1.8b. Ideally, the main trunks should be large enough to handle all the current flowing
through separate branches. Although routing power thisway is easier to control and main-
tain, it also requires more area to implement. The large metal trunks of power have to be
sized to handle al the current for each block. This requirement forces designers to set
aside area for power busing that takes away from the available routing area.

As more and more blocks are added, the complex interactions between the blocks
determine the actual voltage drops. For instance, it is not always easy to determine which
way the current will flow when multiple parallel paths are available between the power
source and the consuming gate. Also, currents into the different modules do rarely peak at
the same time. All these considerations make the design of the power-distribution a chal-
lenging job. It requires a design methodology approach that supersedes the artificial
boundaries imposed by hierarchical design.

The purpose of this textbook is to provide a bridge between the abstract vision of
digital design and the underlying digital circuit and its peculiarities. While starting from a
solid understanding of the operation of electronic devices and an in-depth analysis of the
nucleus of digital design—the inverter—we will gradually channel this knowledge into
the design of more complex entities, such as complex gates, datapaths, registers, control-
lers, and memories. The persistent quest for a designer when designing each of the men-
tioned modules is to identify the dominant design parameters, to locate the section of the
design he should focus his optimizations on, and to determine the specific properties that
make the modul e under investigation (e.g., amemory) different from any others.
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The text aso addresses other compelling (global) issues in modern digital circuit
design such as power dissipation, interconnect, timing, and synchronization.

1.3 Quality Metricsof a Digital Design

This section defines a set of basic properties of a digital design. These properties help to
quantify the quality of adesign from different perspectives: cost, functionality, robustness,
performance, and energy consumption. Which one of these metrics is most important
depends upon the application. For instance, pure speed is a crucia property in a compute
server. On the other hand, energy consumption is a dominant metric for hand-held mobile
applications such as cell phones. The introduced properties are relevant at all levels of the
design hierarchy, beit system, chip, module, and gate. To ensure consistency in the defini-
tions throughout the design hierarchy stack, we propose a bottom-up approach: we start
with defining the basic quality metrics of a simple inverter, and gradually expand these to
the more complex functions such as gate, module, and chip.

1.3.1 Cost of an Integrated Circuit

The total cost of any product can be separated into two components. the recurring
expenses or the variable cost, and the non-recurring expenses or the fixed cost.

Fixed Cost

Thefixed cost is independent of the sales volume, the number of products sold. Animpor-
tant component of the fixed cost of an integrated circuit is the effort in time and man-
power it takes to produce the design. This design cost is strongly influenced by the com-
plexity of the design, the aggressiveness of the specifications, and the productivity of the
designer. Advanced design methodologies that automate major parts of the design process
can help to boost the latter. Bringing down the design cost in the presence of an ever-
increasing |C complexity is one of the major challengesthat is always facing the semicon-
ductor industry.

Additionally, one has to account for the indirect costs, the company overhead that
cannot be hilled directly to one product. It includes amongst others the company’s
research and development (R& D), manufacturing equipment, marketing, sales, and build-
ing infrastructure.

Variable Cost

This accounts for the cost that is directly attributable to a manufactured product, and is
hence proportional to the product volume. Variable costs include the costs of the parts
used in the product, assembly costs, and testing costs. The total cost of an integrated cir-
cuit isnow

ahixed costg

cost per IC = variable cost per IC +
P P € volume 9

(1.2)
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Individual die

Figure 1.9 Finished wafer. Each
square represents a die - in this case
the AMD Duron™ microprocessor
(Reprinted with permission from AMD).

The impact of the fixed cost is more pronounced for small-volume products. This also
explains why it makes sense to have large design team working for a number of yearson a
hugely successful product such as a microprocessor.

While the cost of producing a single transistor has dropped exponentially over the
past decades, the basic variable-cost equation has not changed:

cost of die + cost of dietest + cost of packaging (12)
final test yield '

As will be elaborated on in Chapter 2, the |C manufacturing process groups a number of
identical circuits onto a single wafer (Figure 1.9). Upon completion of the fabrication, the
wafer is chopped into dies, which are then individually packaged after being tested. We
will focus on the cost of the dies in this discussion. The cost of packaging and test is the
topic of later chapters.

The die cost depends upon the number of good die on awafer, and the percentage of
those that are functional. The latter factor is called the die yield.

variable cost =

cost of die =

cost of wafer (13)
dies per wafer * dieyield '

The number of dies per wafer is, in essence, the area of the wafer divided by the die
area.The actual situation is somewhat more complicated aswafers are round, and chipsare
square. Dies around the perimeter of the wafer are therefore lost. The size of the wafer has
been steadily increasing over the years, yielding more dies per fabrication run. Eq. (1.3)
also presents the first indication that the cost of a circuit is dependent upon the chip
area—increasing the chip area ssimply means that less dies fit on awafer.

The actual relation between cost and area is more complex, and depends upon the
die yield. Both the substrate material and the manufacturing process introduce faults that
can cause a chip to fail. Assuming that the defects are randomly distributed over the wafer,
and that the yield isinversely proportional to the complexity of the fabrication process, we
obtain the following expression of the die yield:

%
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H 4 H .—a
dieyidd = gq+defects per um;area d|earea(ﬁ) (L4)

a is a parameter that depends upon the complexity of the manufacturing process, and is
roughly proportional to the number of masks. a = 3isagood estimate for today’ s complex
CMOS processes. The defects per unit area is a measure of the material and process
induced faults. A value between 0.5 and 1 defects/cm? is typical these days, but depends
strongly upon the maturity of the process.

Example 1.3 DieYield

Assume awafer size of 12 inch, adie size of 2.5 cm?, 1 defects’cm?, and a = 3. Determine the
dieyield of this CMOS process run.

The number of dies per wafer can be estimated with the following expression, which
takes into account the lost dies around the perimeter of the wafer.

dies per wafer = B__(wafer diameter @)® p’ wafer diameter
diearea J2” diearea

This means 252 (= 296 - 44) potentially operational dies for this particular example. The die
yield can be computed with the aid of Eqg. (1.4), and equals 16%! This meansthat on the aver-
age only 40 of the dieswill be fully functional.

The bottom line is that the number of functional of dies per wafer, and hence the
cost per dieisastrong function of the die area. Whilethe yield tendsto be excellent for the
smaller designs, it drops rapidly once a certain threshold is exceeded. Bearing in mind the
equations derived above and the typical parameter values, we can conclude that die costs
are proportional to the fourth power of the area:

cost of die = f(die area)” (15)

The areais afunction that is directly controllable by the designer(s), and is the prime met-
ric for cost. Small area is hence a desirable property for a digital gate. The smaller the
gate, the higher the integration density and the smaller the die size. Smaller gates further-
more tend to be faster and consume less energy, as the total gate capacitance—which is
one of the dominant performance parameters—often scales with the area.

The number of transistors in a gate is indicative for the expected implementation
area. Other parameters may have an impact, though. For instance, a complex interconnect
pattern between the transistors can cause the wiring area to dominate. The gate complex-
ity, as expressed by the number of transistors and the regularity of the interconnect struc-
ture, also has an impact on the design cost. Complex structures are harder to implement
and tend to take more of the designers valuable time. Simplicity and regularity is a pre-
cious property in cost-sensitive designs.

1.3.2 Functionality and Robustness

A prime requirement for a digital circuit is, obvioudly, that it performs the function it is
designed for. The measured behavior of a manufactured circuit normally deviates from the

.
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expected response. One reason for this aberration are the variations in the manufacturing
process. The dimensions, threshold voltages, and currents of an MOS transistor vary
between runs or even on a single wafer or die. The electrical behavior of a circuit can be
profoundly affected by those variations. The presence of disturbing noise sources on or off
the chip is another source of deviations in circuit response. The word noise in the context
of digital circuits means “ unwanted variations of voltages and currents at the logic
nodes.” Noise signals can enter a circuit in many ways. Some examples of digital noise
sources are depicted in Figure 1.10. For instance, two wires placed side by side in an inte-
grated circuit form a coupling capacitor and a mutual inductance. Hence, a voltage or cur-
rent change on one of the wires can influence the signals on the neighboring wire. Noise
on the power and ground rails of a gate also influencesthe signal levelsin the gate.

Most noisein adigital system isinternally generated, and the noise value is propor-
tional to the signal swing. Capacitive and inductive crosstalk, and theinternally-generated
power supply noise are examples of such. Other noise sources such as input power supply
noise are external to the system, and their value is not related to the signal levels. For these
sources, the noise level is directly expressed in Volt or Ampere. Noise sources that are a
function of the signal level are better expressed as a fraction or percentage of the signal
level. Noiseis amajor concern in the engineering of digital circuits. How to cope with all
these disturbances is one of the main challenges in the design of high-performance digital
circuits and isarecurring topic in this book.

" S\ Voo

00 D‘F I N

i

(a) Inductive coupling (b) Capacitive coupling (c) Power and ground

. . o o noise
Figure 1.10 Noise sources in digital circuits.

The steady-state parameters (also called the static behavior) of a gate measure how
robust the circuit is with respect to both variations in the manufacturing process and noise
disturbances. The definition and derivation of these parameters requires a prior under-
standing of how digital signals are represented in the world of electronic circuits.

Digital circuits (DC) perform operations on logical (or Boolean) variables. A logical
variable x can only assume two discrete values:

xT {01}
As an example, the inversion (i.e.,, the function that an inverter performs) implements the
following compositional relationship between two Boolean variables x and y:

y=x{x=0p y=1;x=1b y=0} (1.6)
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A logical variable is, however, a mathematical abstraction. In a physical implemen-
tation, such a variable is represented by an electrical quantity. This is most often a node
voltage that is not discrete but can adopt a continuous range of values. This electrical volt-
ageisturned into a discrete variable by associating a nominal voltage level with each logic
state: 1U Vg, 00 Vg, where Vg, and V, represent the high and the low logic levels,
respectively. Applying Vg to the input of an inverter yields V, at the output and vice
versa. The difference between the two is called the logic or signal swing Vg,

Von = (Voo)

oo (L7)
Vor = (Von)

TheVoltage-Transfer Characteristic

Assume now that alogical variable in serves asthe input to an inverting gate that produces
the variable out. The electrical function of a gate is best expressed by its voltage-transfer
characteristic (VTC) (sometimes called the DC transfer characteristic), which plots the
output voltage as a function of the input voltage V. = f(Vi,). An example of an inverter
VTC is shown in Figure 1.11. The high and low nominal voltages, Vo, and Vg, can
readily be identified—Vqy = f(Vg) and Vg, = (Vo). Another point of interest of the
VTC isthe gate or switching threshold voltage V,, (not to be confused with the threshold
voltage of atransistor), that is defined as V), = f(V),). V), can aso be found graphically at
the intersection of the VTC curve and the line given by V,; = V;,,. The gate threshold volt-
age presents the midpoint of the switching characteristics, which is obtained when the out-
put of agate is short-circuited to the input. This point will proveto be of particular interest
when studying circuits with feedback (also called sequential circuits).

Vourd

VOH

Voo T
’ > Figure 1.11 Inverter voltage-transfer

characteristic.
Vou Vor Vin

Even if an ideal nominal value is applied at the input of a gate, the output signal
often deviates from the expected nominal value. These deviations can be caused by noise
or by the loading on the output of the gate (i.e., by the number of gates connected to the
output signal). Figure 1.12aillustrates how alogic level isrepresented in reality by arange
of acceptable voltages, separated by aregion of uncertainty, rather than by nominal levels

.
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aone. The regions of acceptable high and low voltages are delimited by the V., and V,
voltage levels, respectively. These represent by definition the points where the gain
(= dV,, / dV,,) of the VTC equals - 1 as shown in Figure 1.12b. The region between V,,
and V,, is called the undefined region (sometimes also referred to as transition width, or
TW). Steady-state signals should avoid this region if proper circuit operation is to be
ensured.

Noise Margins

For a gate to be robust and insensitive to noise disturbances, it is essential that the “0” and
“1" intervalsbe aslarge as possible. A measure of the sensitivity of agateto noiseisgiven
by the noise margins NM, (noise margin low) and NM; (noise margin high), which quan-
tize the size of the legal “0” and “1", respectively, and set a fixed maximum threshold on
the noise value:

NM_ =V, =Vg

(1.8)
NMy = Vou—=Viu

The noise margins represent the levels of noise that can be sustained when gates are cas-
caded as illustrated in Figure 1.13. It is obvious that the margins should be larger than 0
for adigital circuit to be functional and by preference should be as large as possible.

Regener ative Property

A large noise margin is adesirable, but not sufficient requirement. Assume that asignal is
disturbed by noise and differs from the nominal voltage levels. As long as the signal is
within the noise margins, the following gate continues to function correctly, athough its
output voltage varies from the nominal one. Thisdeviation is added to the noiseinjected at
the output node and passed to the next gate. The effect of different noise sources may
accumulate and eventually force asignal level into the undefined region. This, fortunately,
does not happen if the gate possesses the regenerative property, which ensures that adis-

d VoA
wqn /S Vor out
n v ASIope=-1
A Vi OH
Undefined
Region
V,
af ™ Vou
o AL v, >
n Vie Vi Vin

(a) Relationship between voltage and logic levels (b) Definition of V,,;and V)

Figure 1.12 Mapping logic levels to the voltage domain.
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. 1
VOH

NM,
Vi
Undefined
region
NM, Vi
Vo
“gr

Gate output I Gate input Figure 1.13 Cascaded inverter gates:
Stage M Stage M+ 1 definition of noise margins.

turbed signal gradually converges back to one of the nominal voltage levels after passing
through a number of logical stages. This property can be understood as follows:

An input voltage vi, (v, 1 “0") is applied to a chain of N inverters (Figure 1.144).
Assuming that the number of invertersin the chain is even, the output voltage v,; (N ®
¥) will equal Vg, if and only if the inverter possesses the regenerative property. Similarly,
when an input voltage v, (vi, T “1”) is applied to the inverter chain, the output voltage
will approach the nominal value V.

5

51 L — = = =\ L ]

\\ / \ //
— LN Yo \/ i .
s 3 — \ / (b) Simulated response of
> Y /’ \ chain of MOS inverters
> AN

RN v/ \ 1
2 \ ‘2
—1 > .
0 4 6 8 10
t (nsec)

Figure 1.14 The regenerative property.

Example 1.4 Regenerative property

The concept of regeneration isillustrated in Figure 1.14b, which plots the simulated transient
response of achain of CMOS inverters. The input signal to the chain is a step-waveform with
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a degraded amplitude, which could be caused by noise. Instead of swinging from rail to rail,
Vv only extends between 2.1 and 2.9 V. From the simulation, it can be observed that this devi-
ation rapidly disappears, while progressing through the chain; v;, for instance, extends from
0.6 V to 4.45 V. Even further, v, aready swings between the nominal V5 and V. The
inverter used in this example clearly possesses the regenerative property.

The conditions under which a gate is regenerative can be intuitively derived by ana-
lyzing asimple case study. Figure 1.15(a) plotsthe VTC of an inverter V. = f(V,,) aswell
asitsinverse function finv(), which reverts the function of the x- and y-axis and is defined
asfollows:

in = f(out) b in = finv(out) (2.9)

out out

V3

f(v)

4]

Vv, Vo in Vo Vs in

(a) Regenerative gate (b) Nonregenerative gate

Figure 1.15 Conditions for regeneration.

Assume that a voltage v, deviating from the nominal voltages, is applied to the first
inverter in the chain. The output voltage of thisinverter equals v; = f(v,) and is applied to
the next inverter. Graphically this corresponds to v; = finv(v,). The signal voltage gradu-
ally converges to the nominal signal after a number of inverter stages, as indicated by the
arrows. In Figure 1.15(b) the signal does not converge to any of the nominal voltage levels
but to an intermediate voltage level. Hence, the characteristic is nonregenerative. The dif-
ference between the two casesis due to the gain characteristics of the gates. To be regener-
ative, the VTC should have a transient region (or undefined region) with a gain greater
than 1 in absolute value, bordered by the two legal zones, where the gain should be
smaller than 1. Such a gate has two stable operating points. This clarifies the definition of
the V|, and the V| levels that form the boundaries between the legal and the transient
Zones.

Noise Immunity

While the noise margin is a meaningful means for measuring the robustness of a circuit
against noise, it is not sufficient. It expresses the capability of a circuit to “overpower” a
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noise source. Noise immunity, on the other hand, expresses the ability of the system to pro-
cess and transmit information correctly in the presence of noise [Dally98]. Many digital
circuits with low noise margins have very good noise immunity because they reject a
noise source rather than overpower it. These circuits have the property that only a small
fraction of a potentially-damaging noise source is coupled to the important circuit nodes.
More precisely, the transfer function between noise source and signal node is far smaller
than 1. Circuits that do not posses this property are susceptible to noise.

To study the noise immunity of a gate, we have to construct a noise budget that allo-
cates the power budget to the various noise sources. As discussed earlier, the noise sources
can be divided into sources that are

 proportiona to the signal swing Vg,. Theimpact on the signal nodeis expressed asg
V-

+ fixed. Theimpact on the signal node equals f Vi, with V,; the amplitude of the noise
source, and f the transfer function from noise to signal node.

We assume, for the sake of simplicity, that the noise margin equals half the signal swing
(for both H and L). To operate correctly, the noise margin has to be larger than the sum of
the coupled noise values.

Y/ 0 o)
Vim = %“ a fiVii t a 9Vew (1.10)
i i
Given a set of noise sources, we can derive the minimum signal swing necessary for the
system to be operational,

Zé fiVii
Vaw?® ———5— (1.11)
1-2a 9
j
This makes it clear that the signal swing (and the noise margin) has to be large enough to
overpower the impact of the fixed sources (f V). On the other hand, the sensitivity to
internal sources depends primarily upon the noise suppressing capabilities of the gate, this
isthe proportionality or gain factors g;. In the presence of large gain factors, increasing the
signal swing does not do any good to suppress noise, as the noise increases proportionaly.
In later chapters, we will discuss some differential logic families that suppress most of the
internal noise, and hence can get away with very small noise margins and signal swings.

Directivity

The directivity property requires a gate to be unidirectional, that is, changes in an output
level should not appear at any unchanging input of the same circuit. If not, an output-sig-
nal transition reflects to the gate inputs as a noise signal, affecting the signal integrity.

In real gate implementations, full directivity can never be achieved. Some feedback
of changes in output levels to the inputs cannot be avoided. Capacitive coupling between
inputs and outputs is a typical example of such a feedback. It is important to minimize
these changes so that they do not affect the logic levels of the input signals.

.
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Fan-In and Fan-Out

The fan-out denotes the number of load gates N that are connected to the output of the
driving gate (Figure 1.16). Increasing the fan-out of a gate can affect its logic output lev-
els. From the world of analog amplifiers, we know that this effect is minimized by making
the input resistance of the load gates as large as possible (minimizing the input currents)
and by keeping the output resistance of the driving gate small (reducing the effects of load
currents on the output voltage). When the fan-out is large, the added load can deteriorate
the dynamic performance of the driving gate. For these reasons, many generic and library
components define a maximum fan-out to guarantee that the static and dynamic perfor-
mance of the element meet specification.

The fan-in of a gate is defined as the number of inputs to the gate (Figure 1.16b).
Gates with large fan-in tend to be more complex, which often resultsin inferior static and
dynamic properties.

— >

N oo

VYV
§|||

(b) Fan-in M
oo
Figure 1.16 Definition of fan-out and fan-
(a) Fan-out N in of a digital gate.

Theldeal Digital Gate

Based on the above observations, we can define the ideal digital gate from a static per-
spective. The ideal inverter model is important because it gives us a metric by which we
can judge the quality of actual implementations.

ItsVTC isshown in Figure 1.17 and has the following properties: infinite gainin the
transition region, and gate threshold located in the middle of the logic swing, with high
and low noise margins equal to half the swing. The input and output impedances of the
ideal gate are infinity and zero, respectively (i.e., the gate has unlimited fan-out). While
thisideal VTC is unfortunately impossible in real designs, some implementations, such as
the static CMOS inverter, come close.

Example 1.5 Voltage-Transfer Characteristic

Figure 1.18 shows an example of a voltage-transfer characteristic of an actual, but outdated
gate structure (as produced by SPICE in the DC analysis mode). The values of the dc-param-
eters are derived from inspection of the graph.
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out

N 4

n Figure 1.17 Ideal voltage-transfer characteristic.

Vou=35V; Vg =045V
Viy=235V; V, =066V
V=164V

NM,, = 1.15V; NM, =0.21V

The observed transfer characteristic, obvioudly, is far from ideal: it is asymmetrical,
has avery low valuefor NM, and the voltage swing of 3.05 V is substantially below the max-
imum obtainable value of 5V (which is the value of the supply voltage for this design).

5.0
L NM, -
40 %
g 3.0
3
2071 1
Vi
\ NMy
1.0f <“—> 1
\.
) ) ) T\ Figure 1.18 Voltage-transfer
0.0 1.0 2.0 3.0 4.0 5.0 characteristic of an NMOS
Vi, (V) inverter of the 1970s.

1.3.3 Performance

From a system designers perspective, the performance of a digital circuit expresses the
computational load that the circuit can manage. For instance, a microprocessor is often
characterized by the number of instructions it can execute per second. This performance
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metric depends both on the architecture of the processor—for instance, the number of
instructions it can execute in parallel—, and the actual design of logic circuitry. While the
former is crucially important, it is not the focus of thistext book. We refer the reader to the
many excellent books on thistopic [for instance, Hennessy96]. When focusing on the pure
design, performance is most often expressed by the duration of the clock period (clock
cycle time), or its rate (clock frequency). The minimum value of the clock period for a
given technology and design is set by a number of factors such as the time it takes for the
signals to propagate through the logic, the time it takes to get the data in and out of the
registers, and the uncertainty of the clock arrival times. Each of these topics will be dis-
cussed in detail on the course of thistext book. At the core of the whole performance anal-
ysis, however, lays the performance of an individual gate.

The propagation delay t,, of a gate defines how quickly it responds to a change at its
input(s). It expresses the delay experienced by a signal when passing through a gate. It is
measured between the 50% transition points of the input and output waveforms, as shown
in Figure 1.19 for an inverting gate.? Because a gate displays different response times for
rising or falling input waveforms, two definitions of the propagation delay are necessary.
The t,, ; defines the response time of the gate for alow to high (or positive) output transi-
tion, while t,, refersto a high to low (or negative) transition. The propagation delay t, is
defined as the average of the two.

t +1
ty = J%lﬂ (1.12)
Vin A
50%
| I
| I
| I t
| } 1 ; >
Ul TP
VOU? 4 I
I
l 1
I\ I
I\l I
| 50% |
I I
! 10% Doy
! 7 t —» Figure 1.19 Definition of propagation
L [ A . )
R — delays and rise and fall times.

2 The 50% definition isinspired the assumption that the switching threshold Vy istypically located in the
middle of the logic swing.
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I
CAUTION: : Observe that the propagation delay t,, in contrast to t; ,, and t,,, is an
artificial gate quality metric, and has no physical meaning per se. It is mostly used to com-

pare different semiconductor technologies, or logic design styles.
I

The propagation delay is not only afunction of the circuit technology and topology,
but depends upon other factors as well. Most importantly, the delay is a function of the
dlopes of the input and output signals of the gate. To quantify these properties, we intro-
duce the rise and fall times t, and t;, which are metrics that apply to individual signal
waveforms rather than gates (Figure 1.19), and express how fast a signal transits between
the different levels. The uncertainty over when a transition actually starts or ends is
avoided by defining the rise and fall times between the 10% and 90% points of the wave-
forms, as shown in the Figure. The rise/fall time of asignal is largely determined by the
strength of the driving gate, and the load presented by the node itself, which sums the con-
tributions of the connecting gates (fan-out) and the wiring parasitics.

When comparing the performance of gatesimplemented in different technologies or
circuit styles, it is important not to confuse the picture by including parameters such as
load factors, fan-in and fan-out. A uniform way of measuring the t, of a gate, so that tech-
nologies can be judged on an equal footing, is desirable. The de-facto standard circuit for
delay measurement is the ring oscillator, which consists of an odd number of inverters
connected in acircular chain (Figure 1.20). Due to the odd number of inversions, this cir-
cuit does not have a stable operating point and oscillates. The period T of the oscillation is
determined by the propagation time of a signal transition through the complete chain, or
T=2"t,° Nwith N the number of inverters in the chain. The factor 2 results from the
observation that afull cycle requires both alow-to-high and a high-to-low transition. Note
that this equation is only valid for 2Nt, >> t + t.. If this condition is not met, the circuit
might not oscillate—one “wave” of signals propagating through the ring will overlap with
a successor and eventually dampen the oscillation. Typically, a ring oscillator needs a
least five stages to be operational.

Figure 1.20 Ring oscillator circuit for propagation-delay measurement.
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CAUTION: We must be extremely careful with results obtained from ring oscillator
measurements. A t, of 20 psec by no means implies that a circuit built with those gates
will operate at 50 GHz. The oscillator results are primarily useful for quantifying the dif-
ferences between various manufacturing technologies and gate topologies. The oscillator
isan idealized circuit where each gate has afan-in and fan-out of exactly one and parasitic
loads are minimal. In more realistic digital circuits, fan-ins and fan-outs are higher, and
interconnect delays are non-negligible. The gate functionality is also substantially more
complex than a simple invert operation. As a result, the achievable clock frequency on
average is 50 to a 100 times slower than the frequency predicted from ring oscillator mea-
surements. Thisis an average observation; carefully optimized designs might approach the
ideal frequency more closely.

Example 1.6 Propagation Delay of First-Order RC Network

Digita circuits are often modeled as first-order RC networks of the type shown in Figure
1.21. The propagation delay of such a network isthus of considerable interest.

R
Vout
—e

V;

in =¢C
L

— Figure 1.21 First-order RC network.

When applying a step input (with v;,, going from 0 to V), the transient response of this
circuit is known to be an exponential function, and is given by the following expression
(wheret = RC, the time constant of the network):

Vo =(@1- e™yv (1.13)

The time to reach the 50% point is easily computed ast = In(2)t = 0.69t. Similarly, it takest
=In(9t = 2.2t to get to the 90% point. It is worth memorizing these numbers, as they are
extensively used in the rest of the text.

1.3.4 Power and Energy Consumption

The power consumption of a design determines how much energy is consumed per opera-
tion, and much heat the circuit dissipates. These factors influence a great number of criti-
cal design decisions, such as the power-supply capacity, the battery lifetime, supply-line
sizing, packaging and cooling requirements. Therefore, power dissipation is an important
property of a design that affects feasibility, cost, and reliability. In the world of high-per-
formance computing, power consumption limits, dictated by the chip package and the heat
removal system, determine the number of circuits that can be integrated onto a single chip,
and how fast they are allowed to switch.With the increasing popularity of mobile and dis-
tributed computation, energy limitations put a firm restriction on the number of computa-
tions that can be performed given a minimum time between battery recharges.
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Depending upon the design problem at hand, different dissipation measures have to
be considered. For instance, the peak power P, isimportant when studying supply-line
sizing. When addressing cooling or battery requirements, one is predominantly interested
in the average power dissipation P,,. Both measures are defined in equation Eq. (1.14):

IDpeak = ipeakvsupply = max[p(t)]

Lyt = Youaal S0
Pav = -I_-@(t)dt = T dsupply(t)dt
0 0

where p(t) is the instantaneous power, | supply
voltage Vg, over theinterval t1 [0,T], and iy is the maximum value of i
interval.

The dissipation can further be decomposed into static and dynamic components. The
latter occurs only during transients, when the gate is switching. It is attributed to the
charging of capacitors and temporary current paths between the supply rails, and is, there-
fore, proportional to the switching frequency: the higher the number of switching events,
the higher the dynamic power consumption. The static component on the other hand is
present even when no switching occurs and is caused by static conductive paths between
the supply rails or by leakage currents. It is always present, even when the circuit is in
stand-by. Minimization of this consumption source is aworthwhile goal.

The propagation delay and the power consumption of a gate are related—the propa-
gation delay is mostly determined by the speed at which a given amount of energy can be
stored on the gate capacitors. The faster the energy transfer (or the higher the power con-
sumption), the faster the gate. For a given technology and gate topology, the product of
power consumption and propagation delay is generally a constant. This product is called
the power-delay product (or PDP) and can be considered as a quality measure for a
switching device. The PDP is simply the energy consumed by the gate per switching
event. The ring oscillator is again the circuit of choice for measuring the PDP of a logic
family.

Anidea gate is one that isfast, and consumes little energy. The energy-delay prod-
uct (E-D) is a combined metric that brings those two elements together, and is often used
asthe ultimate quality metric. From the above, it should be clear that the E-D is equivalent
to power-delay?.

is the current being drawn from the supply

over that

pply supply

Example 1.7 Energy Dissipation of First-Order RC Network

Let us consider again the first-order RC network shown in Figure 1.21. When applying a step
input (with V;,, going from O to V), an amount of energy is provided by the signal source to the
network. The total energy delivered by the source (from the start of the transition to the end)
can be readily computed:

¥ ¥ \%
. dv
E,= din(t)vm(t)dt = Vc‘),’“d—‘;”‘dt = (CV)c‘jivOut = cV? (1.15)
0 0 0

Itisinteresting to observe that the energy needed to charge a capacitor from 0to V volt
with a step input is afunction of the size of the voltage step and the capacitance, but is inde-

.
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pendent of the value of the resistor. We can aso compute how much of the delivered energy
gets stored on the capacitor at the end of the transition.

\%

¥ ¥
. dv
EC = Gc(t)vout(t)dt = d(;m\/outdt = Cdoutdvout =

0 0 0

Thisis exactly half of the energy delivered by the source. For those who wonder hap-
pened with the other half—a simple analysis shows that an equivalent amount gets dissipated
as heat in the resistor during the transaction. We leave it to the reader to demonstrate that dur-
ing the discharge phase (for a step from V to 0), the energy originally stored on the capacitor
gets dissipated in the resistor as well, and turned into heat.

CcV?

2

(1.16)

1.4 Summary

In this introductory chapter, we learned about the history and the trends in digital circuit
design. We aso introduced the important quality metrics, used to evaluate the quality of a
design: cost, functionality, robustness, performance, and energy/power dissipation. At the
end of the Chapter, you can find an extensive list of reference works that may help you to
learn more about some of the topics introduced in the course of the text.

15 ToProbeFurther

The design of digital integrated circuits has been the topic of a multitude of textbooks and
monographs. To help the reader find more information on some selected topics, an exten-
sive list of reference works is listed below. The state-of-the-art developments in the area
of digital design are generally reported in technical journals or conference proceedings,
the most important of which are listed.

JOURNALSAND PROCEEDINGS

IEEE Journal of Solid-Sate Circuits

IEICE Transactions on Electronics (Japan)

Proceedings of The International Solid-Sate and Circuits Conference (1SSCC)
Proceedings of the VLS Circuits Symposium

Proceedings of the Custom Integrated Circuits Conference (CICC)

European Solid-Sate Circuits Conference (ESSCIRC)

.
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1.6 Exercises

1. [E, None, 1.2] Based on the evolutionary trends described in the chapter, predict the integra-
tion complexity and the clock speed of a microprocessor in the year 2015. Determine also
how much DRAM should be available on a single chip at that point in time, if Moore's law
would still hold.

2. [D, None, 1.2] Vist  the Inte on-line  microprocessor museum
(http://imww.intel .convintel/intelis'museunvexhibit/hist_micro/index.ntm). While browsing
through the microprocessor hall-of-fame, determine the rate of increase in transistor counts
and clock frequenciesin the 70's, 80's, and 90's. Also, create a plot of the number of transis-
tors versus technology feature size. Spend some time browsing the site. It contains a large
amount of very interesting information.

3. [D, None, 1.2] By scanning the literature, find the leading-edge devices at thispoint intimein
the following domains: microprocessor, signal processor, SRAM, and DRAM. Determine for
each of those, the number of integrated devices, the overall area and the maximum clock
speed. Evaluate the match with the trends predicted in section 1.2.

4. [D, None, 1.2] Find in the library the latest November issue of the Journal of Solid Sate Cir-
cuits. For each of the papers, determine its application class (such as microprocessor, signal
processor, DRAM, SRAM), the type of manufacturing technology used (MOS, bipolar, etc.),
the minimum feature size, the number of devices on a single die, and the maximum clock
speed. Tabulate the results along the various application classes.

5. [E, None, 1.2] Provide at least three examples for each of the abstraction levels described in
Figure 1.6.

.
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2.1 Introduction

Most digital designers will never be confronted with the details of the manufacturing pro-
cess that lies at the core of the semiconductor revolution. Yet, some insight in the steps
that lead to an operational silicon chip comesin quite handy in understanding the physical
constraints that are imposed on a designer of an integrated circuit, as well asthe impact of
the fabrication process on issues such as cost.

In this chapter, we briefly describe the steps and techniques used in a modern inte-
grated circuit manufacturing process. It is not our aim to present a detailed description of
the fabrication technology, which easily deserves a complete course [PlummerQ0]. Rather
we aim at presenting the general outline of the flow and the interaction between the vari-
ous steps. We learn that a set of optical masks forms the central interface between the
intrinsics of the manufacturing process and the design that the user wants to see trans-
ferred to the silicon fabric. The masks define the patterns that, when transcribed onto the
different layers of the semiconductor material, form the elements of the electronic devices
and the interconnecting wires. As such, these patterns have to adhere to some constraints
in terms of minimum width and separation if the resulting circuit is to be fully functional.
This collection of constraintsis called the design rule set, and acts as the contract between
the circuit designer and the process engineer. If the designer adheresto these rules, he gets
a guarantee that his circuit will be manufacturable. An overview of the common design
rules, encountered in modern CMOS processes, will be given. Finaly, an overview is
given of the IC packaging options. The package forms the interface between the circuit
implemented on the silicon die and the outside world, and as such has a major impact on
the performance, reliability, longevity, and cost of the integrated circuit.

2.2 Manufacturing CMOS Integrated Circuits

A simplified cross section of atypical CMOS inverter is shown in Figure 2.1. The CMOS
process requires that both n-channel (NMOS) and p-channel (PMOS) transistors be built
in the same silicon material. To accommodate both types of devices, special regions called
wells must be created in which the semiconductor material is opposite to the type of the
channel. A PMOS transistor has to be created in either an n-type substrate or an n-well,
while an NMOS device resides in either a p-type substrate or a p-well. The cross section

Polysilicon Al

SiO,

TN

p-substrate

Figure2.1 Cross section of an n-well CMOS process.

.
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shown in Figure 2.1 features an n-well CMOS process, where the NMOS transistors are

43

implemented in the p-doped substrate, and the PMOS devices are located in the n-well.
Modern processes are increasingly using a dual-well approach that uses both n- and p-

wells, grown on top on a epitaxial layer, as shown in Figure 2.2. We will restrict the

remainder of this discussion to the latter process (without loss of generality).

gate-oxide

Tungsten

[ p-epi

pt+

TiSi, AlCu

p+

Figure 2.2Cross section of modern dual-well CMOS process.

The CMOS process requires a large number of steps, each of which consists of a

sequence of basic operations. A number of these steps and/or operations are executed very

repetitively in the course of the manufacturing process. Rather than diving directly into a
description of the overall process flow, we first discuss the starting material followed by a

detailed perspective on some of the most-often recurring operations.

221 TheSilicon Wafer

The base material for the manufacturing process comes
in the form of a single-crystalline, lightly doped wafer.
These wafers have typical diameters between 4 and 12
inches (10 and 30 cm, respectively) and a thickness of
at most 1 mm, and are obtained by cutting a single-
crystal ingot into thin dices (Figure 2.3). A starting
wafer of the p™-type might be doped around the levels
of 2~ 107 impuritiesm?. Often, the surface of the
wafer is doped more heavily, and a single crystal epi-
taxial layer of the opposite type is grown over the sur-
face before the wafers are handed to the processing
company. One important metric is the defect density of
the base material. High defect densities lead to a larger
fraction of non-functional circuits, and consequently an
increase in cost of the final product.

%

F

Figure 2.3 Single-crystal ingot and
sliced wafers (from [Fullman99]).

.
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2.2.2  Photolithography

In each processing step, acertain area on the chip is masked out using the appropriate opti-
cal mask so that a desired processing step can be selectively applied to the remaining
regions. The processing step can be any of awide range of tasksincluding oxidation, etch-
ing, metal and polysilicon deposition, and ion implantation. The technique to accomplish
this selective masking, called photolithography, is applied throughout the manufacturing
process. Figure 2.4 gives a graphical overview of the different operations involved in a
typical photolitographic process. The following steps can be identified:

optical
mask

oxidation

photoresist
removal (ashing)

2

process
step

photoresist coating

stepper exposure

Figure 2.4 Typical operationsin asingle
photolithographic cycle (from [Fullman99]).

photoresist
development
acid etch

spin, rinse, dry

1. Oxidation layering — this optional step deposits a thin layer of SiO, over the com-
plete wafer by exposing it to a mixture of high-purity oxygen and hydrogen at
approximately 1000°C. The oxideis used as an insulation layer and also forms tran-
sistor gates.

2. Photoresist coating — a light-sensitive polymer (similar to latex) is evenly applied
while spinning the wafer to a thickness of approximately 1 nm. This materia is
originally soluble in an organic solvent, but has the property that the polymers cross-

® s
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link when exposed to light, making the affected regions insoluble. A photoresist of
thistypeiscalled negative. A positive photoresist has the opposite properties; origi-
nally insoluble, but soluble after exposure. By using both positive and negative
resists, a single mask can sometimes be used for two steps, making complementary
regions available for processing. Since the cost of a mask isincreasing quite rapidly
with the scaling of technology, a reduction of the number of masksis surely of high
priority.

. Sepper exposure— aglass mask (or reticle), containing the patterns that we want to

transfer to the silicon, is brought in close proximity to the wafer. The mask is
opague in the regions that we want to process, and transparent in the others (assum-
ing a negative photoresist). The glass mask can be thought of as the negative of one
layer of the microcircuit. The combination of mask and wafer is now exposed to
ultra-violet light. Where the mask is transparent, the photoresist becomes insoluble.

. Photoresist development and bake — the wafers are developed in either an acid or

base solution to remove the non-exposed areas of photoresist. Once the exposed
photoresist is removed, the wafer is “ soft-baked” at alow temperature to harden the
remaining photoresist.

. Acid Etching — material is selectively removed from areas of the wafer that are not

covered by photoresist. This is accomplished through the use of many different
types of acid, base and caustic solutions as a function of the material that is to be
removed. Much of the work with chemicals takes place at large wet benches where
special solutions are prepared for specific tasks. Because of the dangerous nature of
some of these solvents, safety and environmental impact is a primary concern.

. Soin, rinse, and dry — a specia tool (called SRD) cleans the wafer with deionized

water and dries it with nitrogen. The microscopic scale of modern semiconductor
devices means that even the smallest particle of dust or dirt can destroy the circuitry.
To prevent this from happening, the processing steps are performed in ultra-clean
rooms where the number of dust particles per cubic foot of air ranges between 1 and
10. Automatic wafer handling and robotics are used whenever possible. This
explains why the cost of a state-of-the-art fabrication facility easily ranges in the
multiple billions of dollars. Even then, the wafers must be constantly cleaned to
avoid contamination, and to remove the |eft-over of the previous process steps.

. Various process steps — the exposed area can now be subjected to a wide range of

process steps, such as ion implantation, plasma etching, or metal deposition. These
are the subjects of the subsequent section.

. Photoresist removal (or ashing) — a high-temperature plasmais used to selectively

remove the remaining photoresist without damaging device layers.

We illustrate the use of the photolitographic process for one specific example, the

patterning of a layer of SIO,, in Figure 2.5. The sequence of process steps shown in the
Figure patterns exactly one layer of the semiconductor material, and may seem very com-
plex. Y et, the reader has to bear in mind that same sequence patterns the layer of the com-
plete surface of the wafer. It is hence a very parallel process, transferring hundreds of

%
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DOB G §ae—

|| Iy Hardened resist
Sio,

Si-substrate

(a) Silicon base material )
Si-substrate

I "OtOresist

Sio
2 (d) After development and etching of resist,
. chemical or plasma etch of SiO,
Si-substrate
(b) After oxidation and deposition q F Hardened resist
of negative photoresist SiO,
Si-substrate
222222 222 R
Patterned (e) After etching
i ¢ i i i i optical mask
(| 4-EXposed resist —\ —sio,
Si-substrate Si-substrate

(c) Stepper exposure (f) Final result after removal of resist

Figure 2.5 Process steps for patterning of SiO,.

millions of patternsto the semiconductor surface simultaneously. The concurrent and scal-
able nature of the optolithographical process is what makes the cheap manufacturing of
complex semiconductor circuits possible, and lies at the core of the economic success of
the semiconductor industry.

The continued scaling of the minimum feature sizes in integrated circuits puts an
enormous burden on the developer of semiconductor manufacturing equipment. This is
especialy true for the optolithographical process. The dimensions of the features to be
transcribed surpass the wavel engths of the optical light sources, so that achieving the nec-
essary resolution and accuracy becomes harder and harder. So far, engineering engineer-
ing has extended the lifetime of this process at least until the 100 nm (or 0.1 nm) process
generation. Techniques such as optical-mask correction (OPC) pre-warp the drawn pat-
terns to account for the diffraction phenomena, encountered when printing close to the
limits of optical lithography. This adds substantially to the cost of mask making. In the
foreseeable future, other solutions that offer a a finer resolution such as extreme-ultravio-
let (EUV), X-ray or electron-beam may be needed. These techniques, while fully func-
tional, are currently less attractive from an economic viewpoint.
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223  SomeRecurring Process Steps

Diffusion and lon Implantation

Many steps of the integrated circuit manufacturing process require a chance in the
dopant concentration of some parts of the material. The creation of the source and drain
regions, well and substrate contacts, the doping of the polysilicon, and the adjustments of
the device threshold are examples of such. There exist two approaches for introducing
these dopants—diffusion and ion implantation. In both techniques, the areato be doped is
exposed, while the rest of the wafer is coated with a layer of buffer material, typically
SiO,.

In diffusion implantation, the wafers are placed in a quartz tube embedded in a
heated furnace. A gas containing the dopant is introduced in the tube. The high tempera-
tures of the furnace, typically 900 to 1100 °C, cause the dopants to diffuse into the
exposed surface both vertically and horizontally. The final dopant concentration is the
greatest at the surface and decreases in a gaussian profile deeper in the material.

In ion implantation, dopants are introduced as ions into the material. The ion
implantation system directs and sweeps a beam of purified ions over the semiconductor
surface. The acceleration of the ions determines how deep they will penetrate the material,
while the beam current and the exposure time determine the dosage. The ion implantation
method allows for an independent control of depth and dosage. Thisis the reason that ion
implantation has largely displaced diffusion in modern semiconductor manufacturing.

lon implantation has some unfortunate side effects however, the most important one
being lattice damage. Nuclear collisions during the high energy implantation cause the
displacement of substrate atoms, leading to material defects. This problem is largely
resolved by applying a subsequent annealing step, in which the wafer is heated to around
1000°C for 15 to 30 minutes, and then allowed to cool slowly. The heating step thermally
vibrates the atoms, which allows the bonds to reform.

Deposition

Any CMOS process requires the repetitive deposition of layers of a material over
the complete wafer, to either act as buffers for a processing step, or as insulating or con-
ducting layers. We have already discussed the oxidation process, which allows a layer of
SiO, to be grown. Other materials require different techniques. For instance, silicon
nitride (SiN,) is used as a sacrificial buffer material during the formation of the field
oxide and the introduction of the stopper implants. This silicon nitride is deposited every-
where using a process called chemical vapor deposition or CVD, which uses a gas-phase
reaction with energy supplied by heat at around 850°C.

Polysilicon, on the other hand, is deposited using a chemical deposition process,
which flows silane gas over the heated wafer coated with SiO, at atemperature of approx-
imately 650°C. The resulting reaction produces a non-crystalline or amorphous material
called polysilicon. To increase to conductivity of the material, the deposition hasto be fol-
lowed by an implantation step.

The Aluminum interconnect layers are typically deployed using a process known as
sputtering. The aluminum is evaporated in a vacuum, with the heat for the evaporation

.

4~ ¢



‘ é chapter2.fm Page 48 Friday, January 18, 2002 8:59 AM

Al

THE MANUFACTURING PROCESS Chapter 2

delivered by electron-beam or ion-beam bombarding. Other metallic interconnect materi-
als such as Copper require different deposition techniques.

Etching

Once amaterial has been deposited, etching is used to selectively form patterns such
as wires and contact holes. The wet etching process was described earlier, and makes use
of acid or basic solutions. For instance, hydrofluoric acid buffered with ammonium fluo-
rideistypically used to etch SiO,.

In recent years, dry or plasma etching has made a lot of inroad. A wafer is placed
into the etch tool's processing chamber and given a negative electrical charge. The cham-
ber is heated to 100°C and brought to a vacuum level of 7.5 Pa, then filled with a posi-
tively charged plasma (usually a mix of nitrogen, chlorine and boron trichloride). The
opposing electrical charges cause the rapidly moving plasma molecules to align them-
selvesin avertical direction, forming a microscopic chemical and physical “sandblasting”
action which removes the exposed material. Plasma etching has the advantage of offering
a well-defined directionality to the etching action, creating patterns with sharp vertical
contours.

Planarization

Toreliably deposit alayer of materia onto the semiconductor surface, it is essential
that the surface is approximately flat. If no special steps were taken, this would definitely
not be the case in modern CMOS processes, where multiple patterned metal interconnect
layers are superimposed onto each other. Therefore, a chemical-mechanical planarization
(CMP) step isincluded before the deposition of an extrametal layer on top of the insulat-
ing SO, layer. This process uses a slurry compound—a liquid carrier with a suspended
abrasive component such as aluminum oxide or silica—to microscopically plane a device
layer and to reduce the step heights.

224  Simplified CMOS Process Flow

The gross outline of a potential CMOS process flow is given in Figure 2.6. The process
starts with the definition of the active regions, this is the regions where transistors will be
constructed. All other areas of the die will be covered with athick layer of silicon dioxide
(SI0,), cdlled the field oxide. This oxide acts as the insulator between neighboring
devices, and is either grown (as in the process of Figure 2.1), or deposited in etched
trenches (Figure 2.2) — hence the name trench insulation. Further insulation is provided
by the addition of a reverse-biased np-diode, formed by adding an extra p* region, called
the channel-stop implant (or field implant) underneath the field oxide. Next, lightly doped
p- and n-wells are formed through ion implantation. To construct an NMOS transistor in a
p-well, heavily doped n-type source and drain regions are implanted (or diffused) into the
lightly doped p-type substrate. A thin layer of SIO,, called the gate oxide, separates the
region between the source and drain, and is itself covered by conductive polycrystalline
silicon (or polysilicon, for short). The conductive material forms the gate of the transistor.
PMOS transistors are constructed in an n-well in a similar fashion (just reverse n's and
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Define active areas
Etch and fill trenches

v

Implant well regions

v

Deposit and pattern
polysilicon layer

v

Implant source and drain
regions and substrate contacts

v

Create contact and via windows
Deposit and pattern metal layers

Figure 2.6 Simplified process sequence for the manufacturing of an-
dual-well CMOS circuit.

p's). Multiple insulated layers of metallic (most often Aluminum) wires are deposited on
top of these devices to provide for the necessary interconnections between the transistors.

A more detailed breakdown of the flow into individual process steps and their
impact on the semiconductor material is shown graphically in Figure 2.7. While most of
the operations should be self-explanatory in light of the previous descriptions, some com-
ments on individual operations are worthwhile. The process starts with a p-substrate sur-
faced with a lightly doped p-epitaxial layer (a). A thin layer of SiO, is deposited, which
will serve as the gate oxide for the transistors, followed by a deposition of a thicker sacri-
ficial silicon nitride layer (b). A plasma etching step using the complementary of the
active area mask creates the trenches, used for insulating the devices (c). After providing
the channel stop implant, the trenches are filled with SiO, followed by a number of steps
to provide a flat surface (including inverse active pattern oxide etching, and chemical-
mechanical planarization). At that point, the sacrificial nitride is removed (d). The n-well
mask is used to expose only the n-well areas (the rest of the wafer is covered by a thick
buffer material), after which an implant-annealing sequence is applied to adjust the well-
doping. Thisis followed by a second implant step to adjust the threshold voltages of the
PMOS transistors. This implant only impacts the doping in the area just below the gate
oxide (€). Similar operations (using other dopants) are performed to create the p-wells,
and to adjust the thresholds of the NMOS transistors (f). A thin layer of polysilicon is
chemically deposited, and patterned with the aid of the polysilicon mask. Polysilicon is
used both as gate electrode material for the transistors as well as an interconnect medium
(g). Consecutive ion implantations are used to dope the source and drain regions of the
PMOS (p*) and NMOS (n*) transistors, respectively (h), after which the thin gate oxide
not covered by the polysilicon is etched away'. The same implants are also used to dope

1 Most modern processes also include extra implants for the creation of the lightly-doped drain regions
(LDD), and the creation of gate spacers at this point. We have omitted these for the sake of simplicity.
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poly(silicon)

(g) After polysilicon deposition
and etch

(h) After n* source/drain and
p* source/drain implants. These
steps also dope the polysilicon.

Sio,

(i) After deposition of SiO,
insulator and contact hole etch.

Al

(j) After deposition and
patterning of first Al layer.

Sio,

(k) After deposition of SiO,
insulator, etching of via’s,
deposition and patterning of
second layer of Al

Figure 2.7 Process flow for the fabrication of an NMOS and a PMOS transistor in a dual-well CMOS process. Be
aware that the drawings are stylized for understanding, and that the aspects ratios are not proportioned to reality.
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the polysilicon on the surface, reducing its resistivity. Undoped polysilicon has a very
high resistivity. Note that the polysilicon gate, which is patterned before the doping, actu-
ally defines the precise location of the channel region, and hence the location of the source
and drain regions. This procedure allows for a very precise positioning of the two regions
relative to the gate, and hence is called the self-aligned process. The process continues
with the deposition of the metallic interconnect layers. These consists of arepetition of the
following steps (i-k): deposition of the insulating material (most often SiO,), etching of
the contact or via holes, deposition of the metal (most often Aluminum and Copper,
although Tungsten is often used for the lower layers), and patterning of the metal. Inter-
mediate planarization steps ensure that the surface remains reasonable flat, even in the
presence of multiple interconnect layers. After the last level of metal is deposited, afinal
passivation or overglass is deposited for protection. This layer would be CVD SO,
although often an additional layer of nitride is deposited asit is more impervious to mois-
ture. The final processing step isto etch openings to the pads used for bonding.

A cross-section of the final artifact is shown in Figure 2.8. Observe how the transis-
tors occupy only a small fraction of the total height of the structure. The interconnect lay-
ers take up the mgjority of the vertical dimension.

transistor

Figure 2.8 Cross-section of state-of-the-art
CMOS process.

2.3 Design Rules— The Contract between Designer and Process Engineer

As processes become more complex, requiring the designer to understand the intricacies
of the fabrication process and interpret the relations between the different masksis a sure
road to trouble. The goal of defining a set of design rulesisto allow for aready translation
of acircuit concept into an actual geometry in silicon. The design rules act as the interface
or even the contract between the circuit designer and the process engineer.

Circuit designersin general want tighter, smaller designs, which lead to higher per-
formance and higher circuit density. The process engineer, on the other hand, wants a
reproducible and high-yield process. Design rules are, consequently, a compromise that
attempts to satisfy both sides.
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The design rules provide a set of guidelines for constructing the various masks
needed in the patterning process. They consist of minimum-width and minimum-spacing
constraints and requirements between objects on the same or on different layers.

The fundamental unity in the definition of a set of design rules is the minimum line
width. It stands for the minimum mask dimension that can be safely transferred to the
semiconductor material. In general, the minimum line width is set by the resolution of the
patterning process, which is most commonly based on optical lithography. More advanced
approaches use electron-beam. EUV or X-ray sources that offer a finer resolution, but are
less attractive from an economical viewpoint today.

Even for the same minimum dimension, design rules tend to differ from company to
company, and from process to process. This makes porting an existing design between dif-
ferent processes a time-consuming task. One approach to address this issue is to use
advanced CAD techniques, which alow for migration between compatible processes.
Another approach is to use scalable design rules. The latter approach, made popular by
Mead and Conway [Mead80], defines all rules as a function of a single parameter, most
often called | . Therules are chosen so that adesignis easily ported over a cross section of
industrial processes. Scaling of the minimum dimension is accomplished by simply
changing the value of | . Thisresultsin alinear scaling of al dimensions. For agiven pro-
cess, | isset to aspecific value, and all design dimensions are consequently translated into
absolute numbers. Typically, the minimum line width of a process is set to 2| . For
instance, for a 0.25 nm process (i.e., a process with a minimum line width of 0.25 nm), |
equals 0.125 nm.

This approach, while attractive, suffers from some disadvantages:

1. Linear scaling is only possible over a limited range of dimensions (for instance,
between 0.25 mm and 0.18 nm). When scaling over larger ranges, the relations
between the different layers tend to vary in a nonlinear way that cannot be ade-
quately covered by the linear scaling rules.

2. Scalable design rules are conservative. Asthey represent a cross section over differ-
ent technol ogies, they have to represent the worst-case rules for the whole set. This
results in over-dimensioned and |ess-dense designs.

For these reasons, scalable design rules are normally avoided by industry.? As circuit den-
sity is a prime goal in industrial designs, most semiconductor companies tend to use
micron rules, which express the design rules in absolute dimensions and can therefore
exploit the features of a given process to a maximum degree. Scaling and porting designs
between technol ogies under these rules is more demanding and has to be performed either
manually or using advanced CAD tools.

For this textbook, we have selected a “vanilla’ 0.25 nm CMOS process as our pre-
ferred implementation medium. The rest of this section is devoted to a short introduction
and overview of the design rules of this process, which fall in the micron-rules class. A
complete design-rule set consists of the following entities: a set of layers, relations

2 While not entirely accurate, lambda rules are still useful to estimate the impact of atechnology scale on
the area of adesign.

.
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between objects on the same layer, and relations between objects on different layers. We
discuss each of them in sequence.

Layer Representation

The layer concept tranglates the intractable set of masks currently used in CMOS into a
simple set of conceptual layout levels that are easier to visualize by the circuit designer.
From adesigner’ s viewpoint, all CMOS designs are based on the following entities:

» Substrates and/or wells, being p-type (for NMOS devices) and n-type (for PMOS)

« Diffusion regions (n* and p*) defining the areas where transistors can be formed.
These regions are often called the active areas. Diffusions of an inverse type are
needed to implement contacts to the wells or to the substrate. These are called select
regions.

» One or more polysilicon layers, which are used to form the gate electrodes of the
transistors (but serve as interconnect layers as well).

» A number of metal interconnect layers.
» Contact and via layersto provide interlayer connections.

A layout consists of a combination of polygons, each of which is attached to a certain
layer. The functionality of the circuit is determined by the choice of the layers, aswell as
the interplay between objects on different layers. For instance, an MOS transistor is
formed by the cross section of the diffusion layer and the polysilicon layer. An intercon-
nection between two metal layersisformed by a cross section between the two metal lay-
ers and an additional contact layer. To visualize these relations, each layer is assigned a
standard color (or stipple pattern for a black-and-white representation). The different lay-
ers used in our CMOS process are represented in Colorplate 1 (color insert).

Intralayer Constraints

A first set of rules defines the minimum dimensions of objects on each layer, aswell asthe
minimum spacings between objects on the same layer. All distances are expressed in nm.
These constraints are presented in a pictorial fashion in Colorplate 2.

Interlayer Constraints

Interlayer rules tend to be more complex. The fact that multiple layers are involved makes
it harder to visualize their meaning or functionality. Understanding layout requires the
capability of trandating the two-dimensional picture of the layout drawing into the three-
dimensiona reality of the actual device. This takes some practice.

We present these rulesin a set of separate groupings.

1. Transistor Rules (Colorplate 3). A transistor is formed by the overlap of the active
and the polysilicon layers. From the intralayer design rules, it is aready clear that
the minimum length of atransistor equals 0.24 nm (the minimum width of polysili-
con), whileitswidthisat least 0.3 nm (the minimum width of diffusion). Extrarules
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include the spacing between the active area and the well boundary, the gate overlap
of the active area, and the active overlap of the gate.

2. Contact and Via Rules (Colorplates 2 and 4). A contact (which forms an intercon-
nection between metal and active or polysilicon) or avia (which connects two metal
layers) is formed by overlapping the two interconnecting layers and providing a
contact hole, filled with metal, between the two. In our process, the minimum size of
the contact holeis 0.3 nm, while the polysilicon and diffusion layers have to extend
at least over 0.14 mm beyond the area of the contact hole. This sets the minimum
area of acontact to 0.44 nm~ 0.44 mm. Thisislarger than the dimensions of a min-
imum-size transistor! Excessive changes between interconnect layersin routing are
thus to be avoided. The figure, furthermore, points out the minimum spacings
between contact and via holes, aswell as their relationship with the surrounding lay-
ers.

Well and Substrate Contacts (Colorplate 5). For robust digital circuit design, it is
important for the well and substrate regions to be adequately connected to the supply volt-
ages. Failing to do so resultsin aresistive path between the substrate contact of the transis-
tors and the supply rails, and can lead to possibly devastating parasitic effects, such as
latchup. It istherefore advisable to provide numerous substrate (well) contacts spread over
the complete region. To establish an ohmic contact between a supply rail, implemented in
metal1, and a p-type material, a p* diffusion region must be provided. This is enabled by
the select layer, which reverses the type of diffusion. A number of rules regarding the use
of the select layer areillustrated in Colorplate 5.

Consider an n-well process, which implements the PMOS transistors into an n-type
well diffused in ap-type material. The nominal diffusionisp®. To invert the polarity of the
diffusion, an n-select layer is provided that helpsto establish the n* diffusions for the well-
contacts in the n-region as well as the n* source and drain regions for the NMOS transis-
torsin the substrate.

Verifying the Layout

Ensuring that none of the design rules is violated is a fundamenta requirement of the
design process. Failing to do so will amost surely lead to a nonfunctional design. Doing
so for a complex design that can contain millions of transistors is no sinecure, especially
when taking into account the complexity of some design-rule sets. While design teamsin
the past used to spend numerous hours staring at room-size layout plots, most of this task
is now done by computers. Computer-aided Design-Rule Checking (called DRC) is an
integral part of the design cycle for virtually every chip produced today. A number of lay-
out tools even perform on-line DRC and check the design in the background during the
time of conception.

Example 2.1 Layout Example

An example of a complete layout containing an inverter is shown in Figure 2.9. To help
the visualization process, a vertical cross section of the process along the design center is
included aswell as a circuit schematic.
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cigure2.9 A detailed layout example, including vertical process cross section and circuit diagram.

It is |eft as an exercise for the reader to determine the sizes of both the NMOS and
the PMOS transistors.

2.4 Packaging Integrated Circuits

The IC package plays a fundamental role in the operation and performance of a compo-
nent. Besides providing a means of bringing signal and supply wiresin and out of the sili-
con dieg, it also removes the heat generated by the circuit and provides mechanical support.
Finally, its also protects the die against environmental conditions such as humidity.

The packaging technology furthermore has a major impact on the performance and
power-dissipation of a microprocessor or signal processor. This influence is getting more
pronounced as time progresses by the reduction in internal signal delays and on-chip
capacitance as a result of technology scaling. Up to 50% of the delay of a high-perfor-
mance computer is currently due to packaging delays, and this number is expected to rise.
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The search for higher-performance packages with fewer inductive or capacitive parasitics
has accelerated in recent years.

The increasing complexity of what can be integrated on a single die also trandates into a
need for ever more input-output pins, asthe number of connections going off-chip tendsto
be roughly proportional to the complexity of the circuitry on the chip. This relationship
was first observed by E. Rent of IBM (published in [Landman71]), who tranglated it into
an empirical formulathat is appropriately called Rent’srule. Thisformularelates the num-
ber of input/output pins to the complexity of the circuit, as measured by the number of
gates.

P=K Gb (2.1)

where K is the average number of 1/0s per gate, G the number of gates, b the Rent expo-
nent, and P the number of 1/O pins to the chip. b varies between 0.1 and 0.7. Its value
depends strongly upon the application area, architecture, and organization of the circuit, as
demonstrated in Table 2.1. Clearly, microprocessors display a very different input/output
behavior compared to memories.

Table2.1 Rent'sconstant for various classes of systems ([Bakoglu90])

Application b K

Static memory 0.12 6
Microprocessor 0.45 0.82

Gate array 05 19
High-speed computer (chip) 0.63 14
High-speed computer (board) 0.25 82

The observed rate of pin-count increase for integrated circuits varies between 8% to
11% per year, and it has been projected that packages with more than 2000 pins will be
required by the year 2010. For all these reasons, traditional dua-in-line, through-hole
mounted packages have been replaced by other approaches such as surface-mount, ball-
grid array, and multichip module techniques. It is useful for the circuit designer to be
aware of the available options, and their pros and cons.

Due to its multi-functionality, a good package must comply with a large variety of
requirements.

» Electrical requirements—Pins should exhibit low capacitance (both interwire and
to the substrate), resistance, and inductance. A large characteristic impedance
should be tuned to optimize transmission line behavior. Observe that intrinsic inte-
grated-circuit impedances are high.

e Mechanical and thermal properties—The heat-removal rate should be as high as
possible. Mechanical reliability requires a good matching between the thermal prop-
erties of the die and the chip carrier. Long-term reliability requires a strong connec-
tion from die to package as well as from package to board.

.
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* Low Cost—Cost is always one of the more important properties. While ceramics
have a superior performance over plastic packages, they are also substantially more
expensive. Increasing the heat removal capacity of a package also tends to raise the
package cost. The least expensive plastic packaging can dissipate up to 1 W. Some-
what more expensive, but still cheap, plastic packages can dissipate up to 2W.
Higher dissipation requires more expensive ceramic packaging. Chips dissipating
over 50 W require specia heat sink attachments. Even more extreme techniques
such as fans and blowers, liquid cooling hardware, or heat pipes, are needed for
higher dissipation levels.

Packing density is a major factor in reducing board cost. The increasing pin count
either requires an increase in the package size or areduction in the pitch between the
pins. Both have a profound effect on the packaging economics.

Packages can be classified in many different ways —by their main material, the
number of interconnection levels, and the means used to remove heat. In this short section,
we can only glance briefly at each of those issues.

24.1 Package Materials

The most common materials used for the package body are ceramic and polymers (plas-
tics). The latter have the advantage of being substantially cheaper, but suffer from inferior
thermal properties. For instance, the ceramic Al,O3 (Alumina) conducts heat better than
SiO, and the Polyimide plastic, by factors of 30 and 100 respectively. Furthermore, its
thermal expansion coefficient is substantially closer to the typical interconnect metals.
The disadvantage of alumina and other ceramics is their high dielectric constant, which
results in large interconnect capacitances.

2.4.2 Interconnect Levels

The traditional packaging approach uses a two-level interconnection strategy. The die is
first attached to an individua chip carrier or substrate. The package body contains an
internal cavity where the chip is mounted. These cavities provide ample room for many
connections to the chip leads (or pins). The leads compose the second interconnect level
and connect the chip to the global interconnect medium, which is normally a PC board.
Complex systems contain even more interconnect levels, since boards are connected
together using backplanes or ribbon cables. The first two layers of the interconnect hierar-
chy are illustrated in the drawing of Figure 2.10. The following sections provide a brief
overview of the interconnect techniques used at levels one and two of the interconnect
hierarchy, followed by a short discussion of some more advanced packaging approaches.

Interconnect Level 1 —Die-to-Package-Substrate

For along time, wire bonding was the technique of choice to provide an electrical connec-
tion between die and package. In this approach, the backside of the die is attached to the
substrate using glue with a good thermal conductance. Next, the chip pads are individually
connected to the lead frame with aluminum or gold wires. The wire-bonding machine use
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Bondin g wis: ohip-io-subsinaie

Figure 2.10 Interconnect hierarchy in traditional 1C
Pin: subsirata-io-baand packaging.

for this purpose operates much like a sewing machine. An example of wire bonding is
shown in Figure 2.11. Although the wire-bonding process is automated to a large degree,
it has some major disadvantages.

Bonding wire

Figure2.11 Wire bonding.

1. Wires must be attached serially, one after the other. Thisleadsto longer manufactur-
ing times with increasing pin counts.

2. Larger pin counts make it substantially more challenging to find bonding patterns
that avoid shorts between the wires.

Bonding wires have inferior electrical properties, such as a high individual inductance (5
nH or more) and mutual inductance with neighboring signals. The inductance of abonding
wire is typically about 1 nH/mm, while the inductance per package pin ranges between 7
and 40 nH per pin depending on the type of package as well as the positioning of the pin
on the package boundary [Steidel83].Typical values of the parasitic inductances and
capacitances for anumber of commonly used packages are summarized in Table 2.2.

3. The exact value of the parasitics is hard to predict because of the manufacturing
approach and irregular outlay.

New attachment techniques are being explored as a result of these deficiencies. In
one approach, called Tape Automated Bonding (or TAB), the die is attached to a metal
lead frame that is printed on a polymer film (typically polyimide) (Figure 2.12a). The con-
nection between chip pads and polymer film wires is made using solder bumps (Figure
2.12b). The tape can then be connected to the package body using a number of techniques.
One possible approach is to use pressure connectors.

.

- 4~ ¢



‘ é chapter2.fm Page 60 Friday, January 18, 2002 8:59 AM

Al

60 THE MANUFACTURING PROCESS Chapter 2

>N Sprocket

m| e i

hole Film + Pattern Solder bump
o TP o
i 1 Die
o W

T:jt — 0 - 1 O
pads .__//' ' "\\_ Substrate

O T | ﬁ Lead

O J L O frame (b) Die attachment using solder bumps

@« x—=
Polymer film

(2) Polymer tape with imprinted wiring pattern Figure2.12 Tape-automated bonding (TAB).

Table2.2 Typical capacitance and inductance values of package and bonding styles (from [Steidel83]
and [Franzon93]).

Capacitance Inductance
Package Type (pF) (nH)
68-pin plastic DIP 4 35
68-pin ceramic DIP 7 20
256-pin grid array 1-5 2-15
Wire bond 0.5-1 1-2
Solder bump 0.1-0.5 0.01-0.1

The advantage of the TAB process is that it is highly automated. The sprockets in
the film are used for automatic transport. All connections are made simultaneously. The
printed approach helps to reduce the wiring pitch, which results in higher lead counts.
Elimination of the long bonding wires improves the electrical performance. For instance,
for atwo-conductor layer, 48 mm TAB Circuit, the following electrical parameters hold: L
» 0.3-0.5 nH, C » 0.2-0.3 pF, and R » 50-200 W[Doane93, p. 420].

Another approach isto flip the die upside-down and attach it directly to the substrate
using solder bumps. This technique, called flip-chip mounting, has the advantage of a
superior electrical performance (Figure 2.13). Instead of making all the 1/0O connections
on the die boundary, pads can be placed at any position on the chip. This can help address
the power- and clock-distribution problems, since the interconnect materials on the sub-
strate (e.g., Cu or Au) are typically of a better quality than the Al on the chip.

I nterconnect L evel 2—Package Substrate to Board

When connecting the package to the PC board, through-hole mounting has been the pack-
aging style of choice. A PC board is manufactured by stacking layers of copper and insu-

.
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4— Interconnect
layers

Substrate Figure2.13 Flip-chip bonding.

lating epoxy glass. In the through-hole mounting approach, holes are drilled through the
board and plated with copper. The package pins are inserted and electrical connection is
made with solder (Figure 2.144). The favored package in this class was the dual-in-line
package or DIP (Figure 2.15a). The packaging density of the DIP degrades rapidly when
the number of pins exceeds 64. This problem can be alleviated by using the pin-grid-array
(PGA) package that has |eads on the entire bottom surface instead of only on the periphery
(Figure 2.15b). PGAs can extend to large pin counts (over 400 pins are possible).

(8 Through-hole mounting (b) Surface mount

Figure2.14 Board-mounting approaches.

The through-hole mounting approach offers a mechanically reliable and sturdy con-
nection. However, this comes at the expense of packaging density. For mechanical rea-
sons, a minimum pitch of 2.54 mm between the through-holes is required. Even under
those circumstances, PGAs with large numbers of pins tend to substantially weaken the
board. In addition, through-holes limit the board packing density by blocking lines that
might otherwise have been routed below them, which results in longer interconnections.
PGAs with large pin counts hence require extrarouting layers to connect to the multitudes
of pins. Finally, while the parasitic capacitance and inductance of the PGA are dlightly
lower than that of the DIP, their values are still substantial.

Many of the shortcomings of the through-hole mounting are solved by using the
surface-mount technique. A chip is attached to the surface of the board with a solder con-
nection without requiring any through-holes (Figure 2.14b). Packing density is increased
for the following reasons: (1) through-holes are eliminated, which provides more wiring
space; (2) the lead pitch is reduced; and (3) chips can be mounted on both sides of the
board. In addition, the elimination of the through-holes improves the mechanical strength
of the board. On the negative side, the on-the-surface connection makes the chip-board
connection weaker. Not only isit cumbersome to mount a component on a board, but also
more expensive equipment is needed, since a smple soldering iron will not do anymore.
Finally, testing of the board is more complex, because the package pins are no longer
accessible at the backside of the board. Signal probing becomes hard or even impossible.

A variety of surface-mount packages are currently in use with different pitch and
pin-count parameters. Three of these packages are shown in Figure 2.15: the small-outline
package with gull wings, the plastic leaded package (PLCC) with J-shaped leads, and the
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3 PGA

4 Small-outline IC
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Figure2.15 An overview of commonly used package types.

leadless chip carrier. An overview of the most important parameters for a number of
packagesisgivenin Table 2.3.

Table2.3 Parameters of various types of chip carriers.

Lead spacing L ead count
Package type (Typical) (Maximum)
Dual-in-line 2.54mm 64
Pin grid array 2.54 mm > 300
Small-outline IC 1.27 mm 28
Leaded chip carrier (PLCC) 1.27 mm 124
Leadless chip carrier 0.75 mm 124

Even surface-mount packaging is unable to satisfy the quest for evermore higher
pin-counts. This is worsened by the demand for power connections: today’s high perfor-
mance chips, operating at low supply voltages, require as many power and ground pins as
signal 1/0s! When more than 300 1/O connections are needed, solder balls replace pins as
the preferred interconnect medium between package and board. An example of such a
packaging approach, called ceramic ball grid array (BGA), is shown in Figure 2.16. Sol-
der bumps are used to connect both the die to the package substrate, and the package to the
board. The area array interconnect of the BGA provides constant input/output density
regardless of the number of total package I/O pins. A minimum pitch between solder balls
of aslow as 0.8 mm can be obtained, and packages with multiple 1000's of I/O signals are
feasible.
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Figure 2.16 Ball grid array packaging; (a) cross-section, (b) photo of package bottom

Multi-Chip M odules—Die-to-Board

The deep hierarchy of interconnect levels in the package is becoming unacceptable in
today’s complex designs with their higher levels of integration, large signal counts, and
increased performance requirements. The trend is toward reducing the number of levels.
For the time being, attention is focused on the elimination of the first level in the packag-
ing hierarchy. Eliminating one layer in the packaging hierarchy by mounting the die
directly on the wiring backplanes—board or substrate—offers a substantial benefit when
performance or density is a major issue. This packaging approach is called the multichip
module technique (or MCM), and results in a substantial increase in packing density as
well asimproved performance.

A number of the previously mentioned die-mounting techniques can be adapted to
mount dies directly on the substrate. This includes wire bonding, TAB, and flip-chip,
although the latter two are preferable. The substrate itself can vary over a wide range of
materials, depending upon the required mechanical, electrical, thermal, and economical
requirements. Materials of choice are epoxy substrates (similar to PC boards), metal,
ceramics, and silicon. Silicon has the advantage of presenting a perfect match in mechani-
cal and thermal properties with respect to the die material.

The main advantages of the MCM approach are the increased packaging density and
performance. An example of an MCM module implemented using a silicon substrate
(commonly dubbed silicon-on-silicon) is shown in Figure 2.17. The module, which imple-
ments an avionics processor module and is fabricated by Rockwell International, contains
53 ICs and 40 discrete deviceson a2.22 © 2.22 substrate with aluminum polyimide inter-
connect. The interconnect wires are only an order of magnitude wider than what is typical
for on-chip wires, since similar patterning approaches are used. The module itself has 180
I/O pins. Performance is improved by the elimination of the chip-carrier layer with its
assorted parasitics, and through a reduction of the global wiring lengths on the die, aresult
of the increased packaging density. For instance, a solder bump has an assorted capaci-
tance and inductance of only 0.1 pF and 0.01 nH respectively. The MCM technology can
also reduce power consumption significantly, since large output drivers—and associated
dissi pation—become superfluous due to the reduced load capacitance of the output pads.
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Figure2.17 Avionics processor module. Courtesy of Rockwell International.

The dynamic power associated with the switching of the large load capacitances is simul-
taneously reduced.

While MCM technology offers some clear benefits, its main disadvantage is eco-
nomic. This technology requires some advanced manufacturing steps that make the pro-
cess expensive. The approach is only justifiable when either dense housing or extreme
performance is essential. In the near future, this argument might become obsolete as
MCM approaches proliferate.

24.3 Thermal Considerationsin Packaging

As the power consumption of integrated circuits rises, it becomes increasingly important
to efficiently remove the heat generated by the chips. A large number of failure mecha
nismsin ICs are accentuated by increased temperatures. Examples are leakage in reverse-
biased diodes, electromigration, and hot-electron trapping. To prevent failure, the temper-
ature of the die must be kept within certain ranges. The supported temperature range for
commercia devices during operation equals 0° to 70°C. Military parts are more demand-
ing and require a temperature range varying from —-55° to 125°C.

The cooling effectiveness of a package depends upon the thermal conduction of the
package material, which consists of the package substrate and body, the package composi-
tion, and the effectiveness of the heat transfer between package and cooling medium.
Standard packaging approaches use still or circulating air as the cooling medium. The
transfer efficiency can be improved by adding finned metal heat sinks to the package.
More expensive packaging approaches, such asthose used in mainframes or supercomput-
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ers, force air, liquids, or inert gases through tiny ducts in the package to achieve even
greater cooling efficiencies.

<We may want to briefly introduce the thermal equation here.>

As an example, a 40-pin DIP has a thermal resistance of 38 °C/W and 25 °C/W for
natural and forced convection of air. This means that a DIP can dissipate 2 watts (3 watts)
of power with natural (forced) air convection, and still keep the temperature difference
between the die and the environment below 75 °C. For comparison, the thermal resistance
of aceramic PGA ranges from 15 ° to 30 °C/W.

Since packaging approaches with decreased thermal resistance are prohibitively
expensive, keeping the power dissipation of an integrated circuit within bounds is an eco-
nomic necessity. The increasing integration levels and circuit performance make this task
nontrivial. An interesting relationship in this context has been derived by Nagata
[Nagata92]. It provides a bound on the integration complexity and performance as a func-
tion of the thermal parameters

Ng ¢ DT

t, qE

where Ng is the number of gates on the chip, t, the propagation delay, DT the maximum
temperature difference between chip and environment, g the thermal resistance between
them, and E the switching energy of each gate.

(2.2)

Example2.2 Thermal Bounds On Integration

For DT =100 °C, g =2.5°C/W and E = 0.1 pJ, thisresultsin Ng/t, £4~ 10° (gates/nsec). In
other words, the maximum number of gates on a chip, when al gates are operating simulta-
neously, must be less than 400,000 if the switching speed of each gateis 1 nsec. Thisis equiv-
alent to a power dissipation of 40 W.

Fortunately, not all gates are operating simultaneoudly in real systems. The maxi-
mum number of gates can be substantially larger, based on the activity in the circuit. For
instance, it was experimentally derived that the ratio between the average switching period
and the propagation delay ranges from 20 to 200 in mini- and large-scale computers
[Masakioz].

Nevertheless, Eq. (2.2) demonstrates that heat dissipation and therma concerns
present an important limitation on circuit integration. Design approaches for low power
that reduce either E or the activity factor are rapidly gaining importance.

25 Perspective— Trendsin Process Technology

Modern CMOS processes pretty much track the flow described in the previous sections
although a number of the steps might be reversed, a single well approach might be fol-
lowed, a grown field oxide instead of the trench approach might be used, or extra steps
such as LDD (Lightly Doped Drain) might be introduced. Also, it is quite common to
cover the polysilicon interconnections as well as the drain and source regions with a sili-
cide such as TiSi, to improve the conductivity (see Figure 2.2). This extra operation is

.
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inserted between stepsi and j of our process. Some important modifications or improve-
ments to the technology are currently under way or are on the horizon, and deserve some
attention. Beyond these, it is our belief that no dramatic changes, breaking away from the
described CMOS technology, must be expected in the next decade.

251  Short-Term Developments

Copper and Low-k Dielectrics

A recurring theme in this text book will be the increasing impact of interconnect on the
overall design performance. Process engineers are continuously evaluating alternative
options for the traditional ‘Aluminum conductor—SiO, insulator’ combination that has
been the norm for the last decades. In 1998, engineers at IBM introduced an approach that
finally made the use of Copper as an interconnect material in a CMOS process viable and
economical [| EEESpectrum98]. Copper has the advantage of have aresistivity that is sub-
stantially lower than Aluminum. Y et it has the disadvantage of easy diffusion into silicon,
which degrades the characteristics of the devices. Coating the copper with a buffer mate-
rial such as Titanium Nitride, preventing the diffusion, addresses this problem, but
requires a special deposition process. The Dual Damascene process, introduced by I1BM,
(Figure 2.18) uses a metallization approach that fills trenches etched into the insulator, fol-
lowed by a chemical-mechanical polishing step. This is in contrast with the traditional
approach that first deposits afull metal layer, and removes the redundant material through
etching.

In addition to the lower resistivity interconnections, insulator materials with alower
dielectric constant than SiO, —and hence lower capacitance— have aso found their way
into the production process starting with the 0.18 mm CMOS process generation.

Dual damascene IC process (a)
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Figure2.18
The damascene process (from Geppert98]):
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Silicon-on-I nsulator

While having been around for quite along time, there seems to be a good chance that Sili-
con-on-Insulator (SOI) CMOS might replace the traditional CMOS process, described in
the previous sections (also known as the bulk CMOS process). The main differenceliesin
the start material: the transistors are constructed in a very thin layer of silicon, deposited
on top of athick layer of insulating SiO, (Figure 2.19). The primary advantages of the SOI
process are reduced parasitics and better transistor on-off characteristics. It has, for
instance, been demonstrated by researchers at IBM that the porting of a design from abulk
CMOSto an SOI process —leaving al other design and process parameters such as chan-
nel length and oxide thickness identical— yields a performance improvement of 22%
[Allen99]. Preparing a high quality SOI substrate at an economical cost was long the main
hindrance against a large-scale introduction of the process. This picture has changed at the
end of the nineties, and SOI is steadily moving into the mainstream.

p-substrate

@ (b)
Figure 2.19 Silicon-on-insulator process— schematic diagram (&) and SEM cross-section (b).

252 InthelLonger Term

Extending the life of CMOS technology beyond the next decade, and deeply below the
100 nm channel length region however will require re-engineering of both the process
technology and the device structure. We aready are witnessing the emergence of a wide
range of new devices (such as organic transistors, molecular switches, and quantum
devices). While projecting what approaches will dominate in that era equals resorting to
crystal-ball gazing, one interesting development is worth mentioning.

Truly Three-Dimensional Integrated Circuits

Getting signals in and out of the computation elements in a timely fashion is one of the
main challenges presented by the continued increase in integration density. One way to
address this problem is to introduce extra active layers, and to sandwich them in-between
the metal interconnect layers (Figure 2.20). This enables us to position high density mem-
ory on top of the logic processors implemented in the bulk CMOS, reducing the distance
between computation and storage, and hence also the delay [Souri00]. In addition, devices
with different voltage, performance, or substrate material requirements can be placed in
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different layers. For instance, the top active layer can be reserved for the realization of
optical transceivers, which may help to address the input/output requirements, or MEM S
(Micro Electro-Mechanical Systems) devices providing sensoring functions or radio-fre-
guency (RF) interfaces.

[optical device | T3 - Optical 1/0; MEMS

M6
M5
M4
M3

T2 - High Density Memory
M2

M1 Figure 2.20 Example of true 3D integration. Extra

active layers (T*), implementing high density memory
n+/p+ n+/p+ . and |/O, are sandwiched between the metal
Bulk T1- Logic interconnect layers (M*).

While this approach may seem to be promising, a number of major challenges and
hindrances have to be resolved to make it really viable. How to remove the dissipated heat
is one of the compelling questions. Ensuring yield is another one. Yet, researchers are
demonstrating major progress, and 3D integration might very well be on the horizon.
Before the true solution arrives, we might have to rely on some intermediate approaches.
One alternative, called 2.5D integration, is to bond two fully processed wafers, on which
circuits are fabricated on the surface such that the chips completely overlap. Vias are
etched to electrically connect both chips after metallization. The advantages of this tech-
nology lie in the similar electrical properties of devices on al active levels and the inde-
pendence of processing temperature since al chips can be fabricated separately and later
bonded. The major limitation of thistechniqueisitslack of precision (best case alignment
+/- 2 um), which restricts the inter-chip communication to global metal lines.

One picture that strongly emerges from these futuristic devices is that the line
between chip, substrate, package, and board is blurring, and that designers of these sys-
tems-on-a-die will have to consider all these aspects simultaneously.

2.6 Summary

This chapter has presented an a birds-eye view on issues regarding the manufacturing and
packaging of CMOS integrated circuits.

» The manufacturing process of integrated circuits require a large number of steps,
each of which consists of a sequence of basic operations. A number of these steps
and/or operations, such as photolithograpical exposure and development, material
deposition, and etching, are executed very repetitively in the course of the manufac-
turing process.
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» Theoptical masks formsthe central interface between the intrinsics of the manufac-
turing process and the design that the user wants to see transferred to the silicon fab-
ric.

» Thedesign rules set define the constraints n terms of minimum width and separation
that the IC design has to adhere to if the resulting circuit is to be fully functional.
This design rules acts as the contract between the circuit designer and the process
engineer.

» The package forms the interface between the circuit implemented on the silicon die
and the outside world, and as such has a major impact on the performance, reliabil-
ity, longevity, and cost of the integrated circuit.

2.7 ToProbeFurther

Many textbooks on semiconductor manufacturing have been published over the last few
decades. An excellent overview of the state-of-the-art in CMOS manufacturing can be
found in the “Silicon VLSI Technology” book by J. Plummer, M. Deal, and P. Griffin
[Plummer0Q]. A visual overview of the different steps in the manufacturing process can be
found on the web at [Fullman99]. Other sources for information are the | EEE Transactions
on Electron Devices, and the Technical Digest of the IEDM conference.
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4.1 Introduction

Throughout most of the past history of integrated circuits, on-chip interconnect wires were
considered to be second class citizens that had only to be considered in special cases or
when performing high-precision analysis. With the introduction of deep-submicron semi-
conductor technologies, this picture is undergoing rapid changes. The parasitics effects
introduced by the wires display a scaling behavior that differs from the active devices such
astransistors, and tend to gain in importance as device dimensions are reduced and circuit
speed is increased. In fact, they start to dominate some of the relevant metrics of digital
integrated circuits such as speed, energy-consumption, and reliability. This situation is
aggravated by the fact that improvements in technology make the production of ever-
larger die sizes economically feasible, which resultsin an increase in the average length of
an interconnect wire and in the associated parasitic effects. A careful and in-depth analysis
of the role and the behavior of the interconnect wire in a semiconductor technology is
therefore not only desirable, but even essential.

4.2 A First Glance

The designer of an electronic circuit has multiple choices in realizing the interconnections
between the various devices that make up the circuit. State-of-the-art processes offer mul-
tiple layers of Aluminum, and at least one layer of polysilicon. Even the heavily doped'n
or p* layers, typically used for the realization of source and drain regions, can be
employed for wiring purposes. These wires appear in the schematic diagrams of electronic
circuits as simple lines with no apparent impact on the circuit performance. In our discus-
sion on the integrated-circuit manufacturing process, it became clear that this picture is
overly simplistic, and that the wiring of today’s integrated circuits forms a complex geom-
etry that introduces capacitive, resistive, and inductive parasitics. All three have multiple
effects on the circuit behavior.

1. Anincrease in propagation delay, or, equivalently, adrop in performance.
2. An impact on the energy dissipation and the power distribution.
3. Anintroduction of extra noise sources, which affects the reliability of the circuit.

A designer can decide to play it safe and include all these parasitic effects in her analysis
and design optimization process. This conservative approach is non-constructive and even
unfeasible. First of all, a “complete” model is dauntingly complex and is only applicable
to very small topologies. It is hence totally useless for today’s integrated circuits with their
millions of circuit nodes. Furthermore, this approach has the disadvantage that the “forest
getslost between the trees’. The circuit behavior at agiven circuit node is only determined
by afew dominant parameters. Bringing all possible effects to bear, only obscures the pic-
ture and turns the optimization and design process a “trial-and-error” operation rather than
an enlightened and focused search.

To achieve the latter, it is important that the designer has a clear insight in the para-
sitic wiring effects, their relative importance, and their models. Thisis best illustrated with
the simple example, shown inFigure 4.1. Each wire in a bus network connects a transmit-
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transmitters receivers

schematics view physical view

Figure4.1 Schematic and physical views of wiring of bus-network. The latter shows only alimited area (as indicated by
the shadings in the schematics)

ter (or transmitters) to a set of receivers and is implemented as a link of wire segments of
various lengths and geometries. Assume that all segments are implemented on a single
interconnect layer, isolated from the silicon substrate and from each other by a layer of
dielectric material. Be aware that the reality may be far more complex.

A full-fledged circuit model, taking into account the parasitic capacitance, resis-
tance, and the inductance of the interconnections, is shown inFigure 4.2a. Observe that
these extra circuit elements are not located in a single physical point, but are distributed
over the length of the wire. Thisis a necessity when the length of the wire becomes signif-
icantly larger than its width. Notice also that some parasitics are inter-wire, hence creating
coupling effects between the different bus-signals that were not present in the original
schematics.

Analyzing the behavior of this schematic, which only models a small part of the cir-
cuit, is slow and cumbersome. Fortunately, substantial simplifications can often be made,
some of which are enumerated below.

* Inductive effects can be ignored if the resistance of the wire is substantial — thisis
for instance the case for long Aluminum wires with a small cross-section — or if the
rise and fall times of the applied signals are slow.

»  When the wires are short, the cross-section of the wire is large, or the interconnect
material used has a low resistivity, a capacitance-only model can be usedKigure
4.2b).

» Finally, when the separation between neighboring wires is large, or when the wires
only run together for a short distance, inter-wire capacitance can be ignored, and all
the parasitic capacitance can be modeled as capacitance to ground.

Obviously, the latter problems are the easiest to model, analyze, and optimize. The
experienced designer knows to differentiate between dominant and secondary effects. The
goal of this chapter is to present the reader the basic techniques to estimate the values of
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Figure 4.2 Wire models for the circuit of Figure 4.1. Model (a) considers most of the wire parasitics (with the
exception of interwire resistance and mutual inductance), while model (b) only considers capacitance.

the various interconnect parameters, simple models to evaluate their impact, and a set of
rules-of-thumb to decide when and where a particular model or effect should be consid-
ered.

4.3 Interconnect Parameters— Capacitance, Resistance, and Inductance

431 Capacitance

An accurate modeling of the wire capacitance(s) in a state-of-the-art integrated circuit is a
non-trivial task and is even today the subject of advanced research. The task is compli-
cated by the fact that the interconnect structure of contemporary integrated circuits is
three-dimensional, as was clearly demonstrated in the process cross-section of FIGURE
(CHAPTER 2). The capacitance of such awire is afunction of its shape, its environment,
its distance to the substrate, and the distance to surrounding wires. Rather than getting lost
in complex equations and models, a designer typically will use an advanced extraction
tool to get precise values of the interconnect capacitances of a completed layout. Most
semiconductor manufacturers also provide empirical data for the various capacitance con-
tributions, as measured from a number of test dies. Yet, some simple first-order models
come in handy to provide a basic understanding of the nature of interconnect capacitance
and its parameters, and of how wire capacitance will evolve with future technologies.
Consider first a simple rectangular wire placed above the semiconductor substrate,

as shown in Figure 4.3. If the width of the wire is substantially larger than the thickness of
the insulating material, it may be assumed that the electrical-field lines are orthogonal to
the capacitor plates, and that its capacitance can be modeled by theparallel-plate capaci-
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tor model (also called area capacitance). Under those circumstances, the total capacitance
of the wire can be approximated as

€
= JdiwL 4.1)
Lai

Cint
where W and L are respectively the width and length of the wire, and; and e represent
the thickness of the dielectric layer and its permittivity. SiQis the dielectric material of
choice in integrated circuits, although some materials with lower permittivity, and hence
lower capacitance, are coming in use. Examples of the latter are organic polyimides and
aerogels. eistypicaly expressed as the product of two terms, ore=e g,.e,=8.854 " 10°
2 F/m is the permittivity of free space, ande, the relative permittivity of the insulating
material. Table 4.1 presents the relative permittivity of several dielectrics used in inte-
grated circuits. In summary, the important message from Eq. (4.1) is that the capacitance
is proportional to the overlap between the conductors and inversely proportional to their
separation.

Table4.1 Relative permittivity of some typical dielectric materials.

Material €
Free space 1
Aerogels ~15
Polyimides (organic) 34
Silicon dioxide 39
Glass-epoxy (PC board) 5
Silicon Nitride (SizN,) 75
Alumina (package) 9.5
Silicon 11.7
Current flow
L J
W Electrical-field lines
» L7
Ll b
H 7
Lo llllllll‘mdeﬁric

Substrate Figure 4.3 Parallel-pl a_te capacitance
model of interconnect wire.

1 To differentiate between distributed (per unit lenght) wire parameters versus total lumped values, we
will use lowercase to denote the former and uppercase for the latter.
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In actuality, this model is too simplistic To minimize the resistance of the wires
while scaling technology, it is desirable to keep the cross-section of the wireW H) as
large as possible — as will become apparent in a later section. On the other hand, small
values of W lead to denser wiring and less area overhead. As a result, we have over the
years witnessed a steady reduction in theW/H-ratio, such that it has even dropped below
unity in advanced processes. This is clearly visible on the process cross-section of FIG-
URE. Under those circumstances, the parallel-plate model assumed above becomes inac-
curate. The capacitance between the side-walls of the wires and the substrate, called the
fringing capacitance, can no longer be ignored and contributes to the overall capacitance.
This effect isillustrated in Figure 4.4a. Presenting an exact model for this difficult geome-

Cfringe
ﬁ (a) Fringing fields
Cop
H w
<« “«>

Figure4.4 The fringing-field

+ capacitance. The model decomposes the
capacitance into two contributions: a
parallel-plate capacitance, and afringing

capacitance, modeled by a cylindrical wire
with adiameter equal to the thickness of
the wire.

(b) Model of fringing-field capacitance.

try is hard. So, as good engineering practice dictates, we will use a simplified model that
approximates the capacitance as the sum of two components (Figure 4.4b): a parallel-plate
capacitance determined by the orthogonal field between a wire of widthv and the ground
plane, in parallel with the fringing capacitance modeled by a cylindrical wire with a
dimension equal to the interconnect thicknessH. The resulting approximation is simple
and works fairly well in practice.

- W€ | 2pey

c +Cringe = =2 + el
PP irinee ty  log(ty oH)

o 4.2

wire —
with w = W - H/2 a good approximation for the width of the parallel-plate capacitor.
Numerous more accurate models (e.g. [Vdmeijs84]) have been developed over time, but
these tend to be substantially more complex, and defeat our goal of developing a concep-
tual understanding.

To illustrate the importance of the fringing-field component, Figure 4.5 plots the
value of the wiring capacitance as a function of \W/H). For larger values of (W/H) the total
capacitance approaches the parallel-plate model. For {M/H) smaller than 1.5, the fringing
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component actually becomes the dominant component. The fringing capacitance can
increase the overall capacitance by a factor of more than 10 for small line widths. It is
interesting to observe that the total capacitance levels off to a constant value of approxi-
mately 1 pF/cm for line widths smaller than the insulator thickness. In other words, the
capacitance is no longer afunction of the width.
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Figure 45 Capacitance of Interconnect wire as a tunction ot YW/H), including fringing-field effects (from
[Schaper83]). Two values of T/H are considered.

So far, we have restricted our analysis to the case of a single rectangular conductor
placed over a ground plane. This structure, called amicrostripline, used to be a good
model for semiconductor interconnections when the number of interconnect layers was
restricted to 1 or 2. Todays processes offer many more layers of interconnect, which are
packed quite densily in addition. In this scenario, the assumption that awire is completely
isolated from its surrounding structures and is only capacitively coupled to ground,
becomes untenable. Thisisillustrated in Figure 4.6, where the capacitance components of
awire embedded in an interconnect hierarchy are identified. Each wireis not only coupled
to the grounded substrate, but also to the neighboring wires on the same layer and on adja-
cent layers. To afirst order, this does not change the total capacitance connected to a given
wire. The main difference is that not all its capacitive components do terminate at the
grounded substrate, but that a large number of them connect to other wires, which have
dynamically varying voltage levels. We will later see that thesdloating capacitors form
not only a source of noise (crosstalk), but also can have a negative impact on the perfor-
mance of the circuit.

In summary, interwire capacitances become a dominant factor in multi-layer inter-
connect structures. This effect is more outspoken for wires in the higher interconnect lay-
ers, as these wires are farther away from the substrate. The increasing contribution of the
interwire capacitance to the total capacitance with decreasing feature sizes is best illus-
trated by Figure 4.7. In this graph,which plots the capacitive components of a set of paral-
lel wires routed above a ground plane, it is assumed that dielectric and wire thickness are
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held constant while scaling all other dimensions. WhenW becomes smaller than 1.75 H,
the interwire capacitance starts to dominate.
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Figure4.7 Interconnect capacitance as a
function of design rules. It consists of a
capacitance to ground and an inter-wire
Dresign ruke (Lm) ; capacitance (from [Schaper83]).

I nter connect Capacitance Design Data

A set of typical interconnect capacitances for a standard 0.251m CMOS process are given in
Table 4.2. The process supports 1 layer of polysylicon and 5 layers of Aluminum. Metal layers
1 to 4 have the same thickness and use a similar dielectric, while the wires at metal layer 5 are
almost twice as thick and are embedded in adielectric with a higher permittivity. When placing
the wires over the thick field oxide that is used to isolate different transistors, use the “Field”
column in the table, while wires routed over the active area see a higher capacitance as seen in
the “Active’ column. Be aware that the presented values are only indicative. To obtain more
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accurate results for actual structures, complex 3-dimensional models should be used that take
the environment of the wire into account.

Table4.2 Wireareaand fringe capacitance values for typical 0.281m CMOS process. The table
rows represent the top plate of the capacitor, the columns the bottom plate. The area
capacitances are expressed in aFfrm?, while the fringe capacitances (given in the
shaded rows) are in aFfrm.

| Field ‘Active‘ Poly ‘ All ‘ Al2 ‘ Al3 ‘ Al4 ‘
Poly 88

All

Al2

Al3

Al4

AlI5

Table 4.3 tabulates indicative values for the capacitances between parallel wires placed
on the same layer with a minimum spacing (as dictated by the design rules). Observe that these
numbers include both the parallel plate and fringing components. Once again, the capacitances
are a strong function of the topology. For instance, a ground plane placed on a neighboring
layer terminates a large fraction of the fringing field, and effectively reduces the interwire
capacitance. The polysilicon wires experience a reduced interwire capacitance due to the
smaller thickness of the wires. On the other hand, the thick Al5 wires display the highest inter-
wire capacitance. It is therefore advisable to either separate wires at this level by an amount
that islarger than the minimum allowed, or to use it for global signalsthat are not that sensitive
to interference. The supply rails are an example of the latter.

Table4.3 Interwire capacitance per unit wire length for different interconnect layers of typical 0.28m CMOS
process. The capacitances are expressed in aFfvm, and are for minimally-spaced wires.

Layer Poly All Al2 Al3 Al4 Al5

Capacitance 40 95 85 85 85 115

® s




é chapter4.fm Page 112 Monday, September 6, 1999 1:44 PM

112

THE WIRE Chapter 4

Example 4.1 Capacitance of Metal Wire

Some global signals, such as clocks, are distributed all over the chip. The length of those
wires can be substantial. For die sizes between 1 and 2 cm, wires can reach alength of 10 cm
and have associated wire capacitances of substantial value. Consider an aluminum wire of 10
cm long and 1nm wide, routed on the first Aluminum layer. We can compute the value of the
total capacitance using the data presented in Table 4.2.

Area (parallel-plate) capacitance: (0.1 108 nm?)~ 30 aF/mm?= 3 pF
Fringing capacitance: 2° (0.1" 10° nm) ~ 40 aF/nm = 8 pF
Total capacitance: 11 pF
Notice the factor 2 in the computation of the fringing capacitance, which takes the two sides
of the wire into account.
Suppose now that a second wire is routed alongside the first one, separated by only the

minimum allowed distance. From Table 4.3, we can determine that this wire will couple to
the first with a capacitance equal to

Citer =(0.17 10°nm) ~ 95 aF/mm = 9.5 pF

which is almost as large as the total capacitance to ground!

A similar exercise shows that moving the wire to Al4 would reduce the capacitance to
ground to 3.45 pF (0.65 pF area and 2.8 pF fringe), while theinterwire capacitance would
remain approximately the same at 8.5 pF.

432 Resistance

The resistance of a wire is proportional to its lengthL and inversily proportional to its
cross-section A. The resistance of arectangular conductor in the style of Figure 4.3 can be
expressed as

R="[t=IL (43)

A HW

where the constant r is the resistivity of the material (inWW-m). The resistivities of some
commonly-used conductive materials are tabulated in Table 4.4. Aluminum is the inter-
connect material most often used in integrated circuits because of itslow cost and its com-
patibility with the standard integrated-circuit fabrication process. Unfortunately, it has a
large resistivity compared to materials such as Copper. With ever-increasing performance
targets, thisis rapidly becoming a liability and top-of-the-line processes are now increas-
ingly using Copper as the conductor of choice..

Table4.4 Resistivity of commonly-used conductors (at 20 C).

Material r (W-m)

Silver (Ag) 167108

%ﬁ

i

-t

\

N2



é chapter4.fm Page 113 Monday, September 6, 1999 1:44 PM

Section 4.3 Interconnect Parameters — Capacitance, Resistance, and Inductance 113

Table4.4 Resistivity of commonly-used conductors (at 20 C).

Material r (W-m)
Copper (Cu) 177108
Gold (Au) 227108
Aluminum (Al) 27108
Tungsten (W) 557108

Since H is a constant for a given technology, Eq. (4.3) can be rewritten as follows,

L
R= RD\TV (4.4)
with
r
= — 4.5
- (45)

the sheet resistance of the material, having units ofWQ  (pronounced as Ohm-per-
square). This expresses that the resistance of a square conductor is independent of its abso-
lute size, asis apparent from Eqg. (4.4). To obtain the resistance of awire, simply multiply
the sheet resistance by itsratio (L/W).

Inter connect Resistance Design Data

Typical values of the sheet resistance of various interconnect materials are given in Table 4.5.

Table4.5 Sheet resistance values for atypical 0.25nm CMOS process.

Material Sheet Resistance (WQ)
n- or p-well diffusion 1000 — 1500
n*, p* diffusion 50-150
n*, p* diffusion with silicide 3-5
n*, p* polysilicon 150 - 200
n*, p* polysilicon with silicide 4-5
Aluminum 005-0.1

From this table, we conclude that Aluminum is the preferred material for the wiring of
long interconnections. Polysilicon should only be used for local interconnect. Although the
sheet resistance of the diffusion layer (i*, p*) is comparable to that of polysilicon, the use of dif-
fusion wires should be avoided due to its large capacitance and the associatedRC delay.
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Advanced processes also offer silicided polysilicon and diffusion layerd\ silicideis
a compound material formed using silicon and a refractory metal. This creates a highly
conductive material that can withstand high-temperature process steps without melting.
Examples of silicides are WS, TiSi,, PtSi,, and TaSi. WSi,, for instance, has aresistivity
r of 130 mAtcm, which is approximately eight times lower than polysilicon. The silicides
are most often used in a configuration called golycide, which is a simple layered combi-
nation of polysilicon and a silicide. A typical polycide consists of alower level of polysil-
icon with an upper coating of silicide and combines the best properties of both
materials— good adherence and coverage (from the poly) and high conductance (from the
silicide). A MOSFET fabricated with a polycide gate is shown in Figure 4.8. The advan-
tage of the silicided gate is a reduced gate resistance. Similarly, silicided source and drain
regions reduce the source and drain resistance of the device.

Silicide

Polysilicon
SO,

n* / \ n* Figure4.8 A polycide-gate
p MOSFET.

Transitions between routing layers add extra resistance to a wire, called theontact
resistance. The preferred routing strategy is thus to keep signal wires on a single layer
whenever possible and to avoid excess contacts or vias. It is possible to reduce the contact
resistance by making the contact holes larger. Unfortunately, current tends to concentrate
around the perimeter in alarger contact hole. This effect, callecturrent crowding, puts a
practical upper limit on the size of the contact. The followingontact resistances (for min-
imum-size contacts) are typical for a 0.25nm process: 5-20 Wfor metal or polysilicon to
n*, p*, and metal to polysilicon; 1-5Wfor via's (metal-to-metal contacts).

Example 4.2 Resistance of a Metal Wire

Consider again the aluminum wire of Example 4.2, which is 10 cm long and Irm wide, and
is routed on the first Aluminum layer. Assuming a sheet resistance for Al of 0.075VQ, we
can compute the total resistance of the wire

Ryire=0.075W0O " (0.1 108 mm) / (1 nm)= 7.5 kW

Implementing the wire in polysilicon with a sheet resistance of 178MQ raises the overall
resistance to 17.5 MW, which is clearly unacceptable. Silicided polysilicon with a sheet resis-
tance of 4 WQ offers a better alternative, but still translates into a wire with a 400 KVresis-
tance.

So far, we have considered the resistance of a semiconductor wire to be linear and
constant. Thisis definitely the case for most semiconductor circuits. At very high frequen-
cies however, an additional phenomenum — called thekin effect — comesinto play such
that the resistance becomes frequency-dependent. High-frequency currents tend to flow
primarily on the surface of a conductor with the current density falling off exponentially
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with depth into the conductor. Theskin depth d is defined as the depth where the current
falls off to avalue ofe™ of its nominal value, and is given by

_ r
d= Jp%n 4.6)

with f the frequency of the signal andmthe permeability of the surrounding dielectric (typ-
ically equal to the permeability of free space, o= 4p ~ 107 H/m). For Aluminum at 1
GHz, the skin depth is equal to 2.6 mm. The obvious question is now if this is something
we should be concerned about when designing state-of-the-art digital circuits?

The effect can be approximated by assuming that the current flows uniformly in an
outer shell of the conductor with thicknesd, asisillustrated in Figure 4.9 for a rectangu-
lar wire. Assuming that the overall cross-section of the wire is now limited to approxi-

4d

Figure4.9 The skin-effect reducesthe flow of the current to the
> surface of the wire.

A
y

W

mately 2(W+H)d, we obtain the following expression for the resistance (per unit length) at

high frequencies (f > f):
r(f) = —2Pfmr_ 47)
2(H+W)
The increased resistance at higher frequencies may cause an extra attenuation — and

hence distortion — of the signal being transmitted over the wire. To determine the on-set
of the skin-effect, we can find the frequencyf, where the skin depth is equal to half the
largest dimension (W or H) of the conductor. Belowf, the whole wire is conducting cur-
rent, and the resistance is equal to (constant) low-frequency resistance of the wire. From
Eq. (4.6), wefind the value off_

fo= — (4.8)
pm(max(W, H))*

Example 4.3 Skin-effect and Aluminum wires

We determine the impact of the skin-effect on contemporary integrated circuits by analyz-
ing an Aluminum wire with a resistivity of 2.710® W-m, embedded in a SiO, dielectric
with apermeability of 4~ 107" H/m. From Eq. (4.8), we find that the largest dimension of
wire should be at least 5.2mm for the effect to be noticable at 1 GHz. Thisis confirmed by
the more accurate simulation results of Figure 4.10, which plots the increase in resistance
dueto skin effects for different width Aluminum conductors. A 30% increase in resistance

.
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can be observed at 1 GHz for a20nm wire, while the increase for a 1nm wire is less than
1%.

Skin effect for different width conductors

e
= W= pum & .
s W=10pum & 4
3 A& W=20um &
T
- ._'
L. -
i * = ’
" G
& --
e I
- - < l
i - Figure4.10 Skin-effect induced
- ; increase in resistance as a function
xS A of frequency and wire width. All
R [ § simulations were performed for a
ik . SR d Rl wire thickness of 0.7nm
1E2 1EQ iE 10
[Sylvester97].
FI'EEIUE"C'F {H I:l

In summary, the skin-effect is only an issue for wider wires. Since clocks tend to
carry the highest-frequency signals on a chip and also are fairly wide to limit resistance,
the skin effect is likely to have its first impact on these lines. This is a real concern for
GHz-range design, as clocks determine the overall performance of the chip (cycle time,
instructions per second, etc.). Another major design concern is that the adoption of better
conductors such as Copper may move the on-set of skin-effects to lower frequencies.

433 Inductance

Integrated-circuit designers tend to dismiss inductance as something they heard about in
their physics classes, but that has no impact on their field. This was definitely the case in
the first decades of integrated digital circuit design. Y et with the adoption of low-resistive
interconnect materials and the increase of switching frequencies to the super GHz range,
inductance starts to play a role even on a chip. Consequences of on-chip inductance
include ringing and overshoot effects, reflections of signals due to impedance mismatch,
inductive coupling between lines, and switching noise due td_di/dt voltage drops.

The inductance of a section of a circuit can always be evaluated with the aid of its
definition, which states that a changing current passing through an inductor generates a
voltage drop DV

di

DV = L 4.9
Tt (4.9)
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It is possible to compute the inductance a wire directly from its geometry and its
environment. A simpler approach relies on the fact that the capacitancec and the induc-
tancel (per unit length) of awire are related by the following expression

cl = er (4.10)

with e and mrespectivily the permittivity and permeability of the surrounding dielectric.
The caveat is that for this expression to be valid the conductor must be completely sur-
rounded by a uniform dielectric medium. This is most often not the case. Y et even when
the wire is embedded in different dielectric materials, its is possible to adopt “average”
dielectric constants such that Eq. (4.10) still can be used to get an approximative value of
the inductance.

Some other interesting relations, obtained from Maxwell’s laws, can be pointed out.
The constant product of permeability and permittivity also defines the speed at which an
el ectromagnetic wave can propagate through the medium

n=t-_1 _ % (4.11)
Jc Jem  Jem

C, equals the speed of light (30 cm/nsec) in a vacuum. The propagation speeds for a num-
ber of materials used in the fabrication of electronic circuits are tabulated irnTable 4.6.
The propagation speed for SiG, is two times slower than in a vacuum.

Table4.6 Dielectric constants and wave-propagation speeds for various materials used in electronic circuits.
The relative permeabilitym of most dielectrics is approximately equal to 1.

Propagation speed
Dielectric = (cm/nsec)
Vacuum 1 30
Sio, 39 15
PC board (epoxy glass) 5.0 13
Alumina (ceramic package) 9.5 10

Example 4.4 Inductance of a Semiconductor Wire

Consider an Al1 wire implemented in the 0.25 micron CMOS technology and routed on top
of the field oxide. From Table 4.2, we can derive the capacitance of the wire per unit length:

c=(W 30+ 2 40) aF/mm

From Eq. (4.10), we can derive the inductance per unit length of the wire, assuming
SiO, as the dielectric and assuming a uniform dielectric (make sure to use the correct units!)

I=(39°8854 10 "~ (4p10 "¥ C

For wire widths of 0.4nm, 1mm and 10mm, this leads to the following numbers:
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W =0.4mm: ¢ = 92 aF/mm; | = 0.47 pH/mm
W=1nmm: ¢= 110 aF/mm; | = 0.39 pH/mm
W =10 nm: ¢ = 380 aF/mm; | = 0.11 pH/nm

Assuming a sheet resistance of 0.075WU, we can also determine the resistance of the
wire,

r = 0.075/W W/mm

It isinteresting to observe that the inductive part of the wire impedance becomes equal
in value to the resistive component at a frequency of 27.5 GHz (for a m wide wire), as can
be obtained from solving the following expression:

wl =2pfl =r

For extra wide wires, this frequency reduces to approximately 11 GHz. For wires with
a smaller capacitance and resistance (such as the thicker wires located at the upper intercon-
nect layers), this frequency can become as low as 500 MHz, especially when better intercon-
nect materials such as Copper are being used. Yet, these numbers indicate that inductance
only becomes an issue in integrated circuits for frequencies that are well above 1 GHz.

4.4 Electrical Wire Models

In previous sections, we have introduced the electrical properties of the interconnect wire
— capacitance, resistance, and inductance — and presented some simple relations and
techniques to derive their values from the interconnect geometries and topologies. These
parasitic elements have an impact on the electrical behavior of the circuit and influence its
delay, power dissipation, and reliability. To study these effects requires the introduction of
electrical models that estimate and approximate the real behavior of the wire as afunction
of its parameters. These models vary from very simple to very complex depending upon
the effects that are being studied and the required accuracy. In this section, we first derive
models for manual analysis, while how to cope with interconnect wires in the SPICE cir-
cuit simulator is the topic follows next.

441 Theldeal Wire

In schematics, wires occur as simple lines with no attached parameters or parasatics.
These wires have no impact on the electrical behavior of the circuit. A voltage change at
one end of the wire propagates immediately to its other ends, even if those are some dis-
tance away. Hence, it may be assumed that the same voltage is present at every segment of
the wire at the every point in time, and that the whole wire is arequipotential region.

While thisideal-wire model is simplistic, it has its value, especially in the early phases of
the design process when the designer wants to concentrate on the properties and the
behavior of the transistors that are being connected. Also, when studying small circuit
components such as gates, the wires tend to be very short and their parasitics ignorable.
Taking these into account would just make the analysis unnecessarily complex. More
often though, wire parasitics play arole and more complex models should be considered.
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442 ThelLumped Model

The circuit parasitics of a wire are distributed along its length and are not lumped into a
single position. Y et, when only a single parasitic component is dominant, when the inter-
action between the components is small, or when looking at only one aspect of the circuit
behavior, it is often useful to lump the different fractions into a single circuit element. The
advantage of this approach is that the effects of the parasitic then can be described by an
ordinary differential equation. Aswe will see later, the description of adistributed element
requires partial differential equations.

As long as the resistive component of the wire is small and the switching frequen-
cies are in the low to medium range, it is meaningful to consider only the capacitive com-
ponent of the wire, and to lump the distributed capacitance into a single capacitor as
shown in Figure 4.11. Observe that in this model the wire still represents an equipotential
region, and that the wire itself does not introduce any delay. The only impact on perfor-
mance is introduced by the loading effect of the capacitor on the driving gate. This capac-
itive lumped model is simple, yet effective, and is the model of choice for the analysis of
most interconnect wires in digital integrated circuits.

Reriver

Y, Vou

out

_I__I__I__I__I__I_QM_ v,
owe  LLLLLL™ lnmp T

Figure4.11 Distributed versus lumped capacitance model of wireC, ,peq = L Cyjire, With L the length of the wire and
cwire the capacitance per unit length. The driver is modeled as a voltage source and a source resi stanc&y;;yer-

Example 4.5 Lumped capacitance model of wire

For the circuit of Figure 4.11, assume that a driver with a source resistance of 10 Wis used to
drivea10 cmlong, 1mm wide Al1 wire. In Example 4.1, we have found that the total lumped capac-
itance for this wire equals 11 pf.

The operation of this simple RC network is described by the following ordinary differential
equation:

av

V
CI umped&

Vin:O

out out —

Rdriver
When applying a step input (withV,, going from 0 to V), the transient response of this circuit is

known to be an exponential function, and is given by the following expression (wheré¢ =
Rariver Ciumped» the time constant of the network):

Vou(® = (1- ™)V

The time to reach the 50% point is easily computed ag = In(2)t = 0.69t. Similarly, it takest
=In(9t = 2.2t to get to the 90% point. It is worth memorizing these numbers, as they are exten-
sively used in the rest of the text. Plugging in the numbers for this specific example yields
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tgg, = 0.69° 10 KW’ 11 pF = 76 nsec
toge, =2.2° 10 KW~ 11 pF = 242 nsec
These numbers are not even acceptable for the lowest performance digital circuits. Techniques to

deal with this bottleneck, such as reducing the source resistance of the driver, will be introduced in
Chapter 277.

While the lumped capacitor model is the most popular, sometimesit is also useful to
present lumped models of a wire with respect to either resistance and inductance. Thisis
often the case when studying the supply distribution network. Both the resistance and
inductance of the supply wires can be interpreted as parasitic noise sources that introduce
voltage drops and bounces on the supply rails.

443 ThelLumped RC model

On-chip metal wires of over afew mm length have a significant resistance. The equipoten-
tial assumption, presented in the lumped-capacitor model, is no longer adequate, and a
resistive-capacitive model has to be adopted.

A first approach lumps the total wire resistance of each wire segment into one single
R and similarly combines the global capacitance into a single capacitorC. This simple
model, called the lumped RC model is pessimistic and inaccurate for long interconnect
wires, which are more adequately represented by adistributed rc-model. Y et, before ana-
lyzing the distributed model, its is worthwhile to spend some time on the analysis and the
modeling of lumpedRC networks for the following reasons:

» Thedistributed rc-model is complex and no closed form solutions exist. The behav-
ior of the distributedrc-line can be adequately modeled by a simpleRC network.

» A common practice in the study of the transient behavior of complex transistor-wire
networks is to reduce the circuit to anRC network. Having a means to analyze such
a network effectively and to predict its first-order response would add a great asset
to the designers tool box.

In Example 4.5, we analyzed a single resistor-single capacitor network. The behavior of
such a network is fully described by a single differential equation, and its transient wave-
form isamodeled by an exponential with a single time-constant (or network pole). Unfor-
tunately, deriving the correct waveforms for a network with a larger number of capacitors
and resistors rapidly becomes hopelessly complex: describing its behavior requires a set of
ordinary differential equations, and the network now contains many time-constants (or
poles and zeros). Short of running a full-fledged SPICE simulation, delay calculation
methods such as theElmore delay formula come to the rescue [Elmore48].
Consider the resistor-capacitor network of Figure 4.12. This circuit is called arRC-

tree and has the following properties:

 the network has a single input node (calledsin Figure 4.12)
« all the capacitors are between a node and the ground

* the network does not contain any resistive loops (which makes it atree)
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G
| Figure4.12 Tree-structured RC network.

An interesting result of this particilar circuit topology is that there exists a unique resistive
path between the source nodes and any nodei of the network. The total resistance along
this path is called the path resistance R;. For example, the path resistance between the
source node s and node 4 in the example of Figure 4.12 equals

Ryu=R;+R;+R,
The definition of the path resistance can be extended to address theshared path

resistance R,,, which represents the resistance shared among the paths from the root node
to nodesk and i:

Ry = é R P (RJ-T [path(s® i) C path(s® K) ) (4.12)

For thecircuit of Figure4.12,R, = R; + RywhileR, = R;.

Assume now that each of theN nodes of the network isinitially discharged to GND,
and that a step input is applied at nodes at timet = 0. The Elmore delay at nodei is then
given by the following expression:

N
o]

toi = A CkRi (4.13)
k=1

The Elmore delay is equivalent to the first-order time constant of the network (or the first
moment of the impulse response). The designer should be aware that this time-constant
represents a simple approximation of the actual delay between source node and node Y et
in most cases this approximation has proven to be quite reasonable and acceptable. It
offers the designer a powerful mechanism for providing a quick estimate of the delay of a
complex network.

Example 4.6 RC delay of atree-structured network
Using Eg. (4.13), we can compute the Elmore delay for nodé in the network of Figure 4.12.

tp = RC+ RCy+ (R + R)Cy+ (R + RYC, + (R + Ry + R)C

.
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As a special case of the RC tree network, let us consider the simple, non-branched
RC chain (or ladder) shown in Figure 4.13. This network isworth analyzing becauseit isa
structure that is often encountered in digital circuits, and also because it represents an
approximative model of a resistive-capacitive wire. The Elmore delay of this chain net-
work can be derived with the aid of Eq. (4.13):

Vi, Ry i-1 R i R N

”\ML “ML WATWAT
Cl:|: CZI Ca Ci:__|: CNJT:

Figure4.13 RC chain.

(4.14)

Q
0

1 Qo -
Y

n Qo

or the shared-path resistance is replaced by simply the path resistance. As an example,
consider node 2 in the RC chain of Figure 4.13. Its time-constant consists of two compo-
nents contributed by nodes 1 and 2. The component of node 1 consists ofc;R; with R; the
total resistance between the node and the source, while the contribution of node 2 equals
C,(R; + Ry). The equivalent time constant at node2 equals C;R; + Cx(R; + Ry). t; of node

i can be derived in asimilar way.

tpi= CiR + CyR + R) + ¥a +Ci(R + R, + ¥4 +R)

Example 4.7 Time-Constant of Resistive-Capacitive Wire

The model presented in Figure 4.13 can be used as an approximation of a resistive-capacitive wire.
The wire with atotal length ofL is partitioned intoN identical segments, each with alength ofL/N .
The resistance and capacitance of each segment are hence given byrL/N and cL/N, respectively.
Using the Elmore formula, we can compute the dominant time-constant of the wire:

2
ton = aéo (rc+2rc+% +Nrc) = (rcL )N(N t1) = peNt1 (4.15)
2N 2N
with R(=rL) and C (= cL) the total lumped resistance and capacitance of the wire. For very large
values of N, this model asymptotically approaches the distributedrc line. Eq. (4.15) then simplifies
to the following expression:

2
RC _ rcL
tDN = 7 = T (416)

Eq. (4.16) leads to two important conclusions:

» Thedelay of awireisaquadratic function of itslength! This means that doubling
the length of the wire quadruplesits delay.
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» The delay of the distributedrc-line is one half of the delay that would have been
predicted by the lumped RC model. The latter combines the total resistance and
capacitance into single elements, and has a time-constant equal toRC (as is aso
obtained by settingN = 1 in Eq. (4.15)). This confirms the observation made earlier
that the lumped model presents a pessimistic view on the delay of resistive wire.

WARNING: Be aware that an RC-chain is characterized by a number of time-constants.
The Elmore expression determines the value of only the dominant one, and presents thus a
first-order approximation.

The Elmore delay formula has proven to be extremely useful. Besides making it
possible to analyze wires, the formula can also be used to approximate the propagation
delay of complex transistor networks. In the switch model, transistors are replaced by their
equivalent, linearized on-resistance. The evaluation of the propagation delay is then
reduced to the analysis of the resultingRC network. More precise minimum and maxi-
mum bounds on the voltage waveforms in anRC tree have further been established
[Rubinstein83]. These bounds have formed the base for most computer-aided timing ana-
lyzers at the switch and functional level [Horowitz83]. An interesting result [Ref] is that
the exponential voltage waveform with the EImore delay as time constant is always situ-
ated between these min and max bounds, which demonstrates the validity of the EImore
approximation.

444 TheDistributedrcLine

In the previous paragraphs, we have shown that the lumpedRC model is a pessimistic
model for a resistive-capacitive wire, and that a distributedrc model (Figure 4.14a) is
more appropriate. As before, L represents the total length of the wire, whiler and c stand
for the resistance and capacitance per unit length. A schematic representation of the dis-
tributed rc line is given in Figure 4.14b.

The voltage at nodei of this network can be determined by solving the following set
of partial differential equations:

CDLD/i _ Vi =V + ViV (4.17)
it rDL '
The correct behavior of the distributedrc line is then obtained by reducingDL asymptoti-

cally to 0. ForDL ® 0, Eq. (4.17) becomes the well-knowndiffusion equation:

2
rcg_:/ = 37\2/ (4.18)

where V is the voltage at a particular point in the wire, andx is the distance between this
point and the signal source. No closed-form solution exists for this equation, but approxi-
mative expressions such as the formula presented in Eqg. (4.19) can be derived
[Bakoglu90]. These equations are difficult to use for ordinary circuit analysis. It is known
however that the distributedrc line can be approximated by a lumpedRC ladder network,
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(a) Distributed model

(b) Schematic symbol for distributedRC line
Figure4.14 Distributed RC line wire-model and its schematic symbol.

which can be easily used in computer-aided analysis. Some of these models will be pre-
sented in alater section, discussing SPICE wire models.

2erfc( lE) t«RC
At (4.19)

_25359 ﬁt(—: —9.4641 %
1.0-1.366e + 0.366e t»RC

Figure 4.15 shows the response of a wire to a step input, plotting the waveforms at
different points in the wire as a function of time. Observe how the step waveform “dif-
fuses’ from the start to the end of the wire, and the waveform rapidly degrades, resulting
in aconsiderable delay for long wires. Driving theserc lines and minimizing the delay and

Vout (t)
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signal degradation is one of the trickiest problems in modern digital integrated circuit
design. It hence will receive considerable attention in later chapters.

2.5 T T T T T T T T T

x=L/10
25 [——
—
——
x=L4 —
15} /ff’ ]
el f,,_,ﬂj
x=L2 _—
1t e J
/ -
// //,” x=L
0.5 / 7 ) 1
/ e
/ o
/ /
0 / /r A L L L L L L L
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
time (nsec)

Figure4.15 Simulated step response of resistive-capacitive wire as a function of time and place.

Some of the important reference points in the step response of the lumped and the
distributed RC model of the wire are tabulated in Table 4.7. For instance, the propagation
delay (defined at 50% of the final value) of the lumped network not surprisingly equals
0.69 RC. The distributed network, on the other hand, has a delay of only 0.3&C, with R
and C the total resistance and capacitance of the wire. This confirms the result of Eg.
(4.16).

Table4.7 Step response of lumped and distributedRC networks— points of Interest.

Voltagerange Lumped RC network Distributed RC network
0® 50% (ty) 0.69 RC 0.38RC
0® 63% (t) RC 05RC
10% ® 90% (t,) 22RC 0.9RC
0% ® 90% 23RC 10RC

Example 4.8 RC delay of Aluminum Wire

Let us consider again the 10 cm long, 1mm wide All wire of Example 4.1. In Example 4.4, we
derived the following values forr and c:

¢ =110 aF/mm; r = 0.075 W/imm;
Using the entry of Table 4.7, we derive the propagation delay of the wire:
t,=0.38RC=038" (0.075 Wihm) " (110 aF/mm) " (10° nm)? = 31.4 nsec

We can also deduce the propagation delays of an identical wire implemented in polysilicon
and Al5. The values of the capacitances are obtained fromTable 4.2, while the resistances are
assumed to be respectively 150W/nm and 0.0375 W/nm for Poly and Al5:

%ﬁ

i

aid



é chapter4.fm Page 126 Monday, September 6, 1999 1:44 PM

A

126

THE WIRE Chapter 4

Poly:t,=0.38" (150 Wim) ~ (88 +2 " 54 aF/mm) " (10° mm)* = 112 rreec!
Al5:t,=0.38" (0.0375 Wimm) " (5.2+2" 12 aF/mm) "~ (10° mm)? = 4.2 nsec

Obviously, the choice of the interconnect material and layer has a dramatic impact on the delay of
the wire.

An important question for a designer to answer when analyzing an interconnect network
whether the effects of RC delays should be considered, or whether she can get away with a
simpler lumped capacitive model. A simple rule of thumb proves to be very useful here.

Design Rules of Thumb

» rcdelays should only be considered whentgc >> t, . Of the driving gate.

This translates into Eq. (4.20), which determines the critical length_ of the interconnect
wire where RC delays become dominant.

> |tosate (4.20)

L...>
erit 0.38rc

The actual value of L;; depends upon the sizing of the driving gate and the chosen inter-
connect material.

» rcdelays should only be considered when therise (fall) time at the lineinput is
smaller than RC, therise (fall) time of theline.

trise <RC (4.22)

with R and C the total resistance and capacitance of the wire. When this condition is not
met, the change in signal is slower than the propgation delay of the wire, and alumped capaci-
tive model suffices.

Example 4.9 RCversusLumpedC

The presented rule can be illustrated with the aid of the simple circuit shown irFigure
4.16. It is assumed here that the driving gate can be modeled as voltage source with a
finite source resistance R,. The total propagation delay of the network can be approxi-
mated by the following expression, obtained by applying the Elmore formul:

C
ty = RC,+ %V = R.C, +05r,c,L°

and

2 Hint: replace the wire by the lumped RC network ofFigure 4.13 and apply the Elmore equation on the
resulting network.
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R (FuGurl)

Figure4.16 rc-line of lengthL driven by source with
resistance equal toR,,

t, = 0.69RC, +0.38R,C,,

with R, =rL and C,, = cL. The delay introduced by the wire resistance becomes dominant
when (R,C,)/23 RC,, or L3 2RJr. Assume now adriver with a source resitance of 1 kV,
driving an Al1 wire of 1mm wide (r = 0.075 Wimm). This leads to a critical lenght of 2.67
cm.

445 TheTransmission Line

When the switching speeds of the circuits become sufficiently fast, and the quality of the
interconnect material become high enough so that the resistance of the wire is kept within
bounds, the inductance of the wire starts to dominate the delay behavior, and transmission
line effects must be considered. Thisis more precisely the case when the rise and fall times
of the signal become comparable to the time of flight of the signal waveform across the
line as determined by the speed of light. With the advent of Copper interconnect and the
high switching speeds enabled by the deep-submicron technologies, transmission line
effects are soon to be considered in the fastest CMOS designs.

In this section, we first analyze the transmission line model. Next, we apply it to the
current semiconductor technology and determine when those effects should be actively
considered in the design process.

Transmission Line M odel

Similar to the resistance and capacitance of an interconnect line, the inductance is distrib-
uted over the wire. A distributedrlc model of a wire, known as the transmission line
model, becomes the most accurate approximation of the actual behavior. The transmission
line has the prime property that a signal propagates over the interconnection medium as a
wave. Thisis in contrast to the distributedrc model, where the signal diffuses from the
source to the destination governed by the diffusion equation, Eq. (4.18). In the wave
mode, a signal propagates by alternatively transferring energy from the electric to the
magnetic fields, or equivalently from the capacitive to the inductive modes.

Consider the point x along the transmission line of Figure 4.17 at time. The follow-
ing set of equations holds:

.
.
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Figure4.17 Lossy transmission line.

v ol
Tx it 4.22)
ﬂ_l = _gv—cm/
Ix qt

Assuming that the leakage conductanceg equals 0, which is true for most insulating mate-
rials, and eliminating the currenti yields thewave propagation equation, Eq. (4.23).

2 2
TV = eV lY (4.23)
x2 it qt2
where r, ¢, and | are the resistance, capacitance, and inductance per unit length,
respectively.

To understand the behavior of the transmission line, we will first assume that the
resistance of the line is small. In this case, a simplified capacitive/inductive model, called
the lossless transmission line, is appropriate. This model is applicable for wires at the
printed-circuit board level. Due to the high conductivity of the Copper interconnect mate-
rial used there, the resistance of the transmission line can be ignored. On the other hand,
resistance plays an important role in integrated circuits, and a more complex model, called
the lossy transmission line should be considered. The lossy model is only discussed briefly
at the end.

The Lossless Transmission Line

For the lossless line, Eqg. (4.23) simplifiesto theideal wave equation:

2 2
TV _ v

2
v v
ix2 fit2 ft2
A step input applied to a lossless transmission line propagates along the line with a
speed n, given by Eq. (4.11) and repeated below.

=2 (4.24)
n

n= = -2 = O (4.25)

Ae” Jom Jem

Even though the values of bothl and ¢ depend on the geometric shape of the wire, their
product is a constant and is only a function of the surrounding media. The propagation
delay per unit wire length(t,) of atransmission line is the inverse of the speed:

ﬁ%
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t, = Jic (4.26)

Let us now analyze how a wave propagates along a lossless transmission line. Suppose
that a voltage stepV has been applied at the input and has propagated to pointx of the line
(Figure 4.18). All currents are equal to 0 at the right side ofx, while the voltage over the
line equalsV at the left side. An additional capacitancecdx must be charged for the wave
to propagate over an additional distancedx. This requires the following current:

1= 9Q = Xy = gy = ffv (4.27)
at  dt |
dx
<+>
’: ’: Wire
1 1
o
J J
1, 1, Substrate

o Figure4.18 Propagation of
' voltage step along alossless
transmission line.

Direction of propagation

since the propagation speed of the signal dx/dt equals n. This means that the signal sees
the remainder of the line as areal impedance,

z,=Y=[l-dem_ 1 (4.28)

This impedance, called the characteristic impedance of the line, is a function of the

dielectric medium and the geometry of the conducting wire and isolator (Eg. (4.28)), and
is independent of the length of the wire and the frequency. That a line of arbitrary length
has a constant, real impedance is a great feature asit simplifies the design of the driver cir-
cuitry. Typical values of the characteristic impedance of wires in semiconductor circuits
range from 10 to 200 W.

Example 4.10 Propagation Speeds of Signal Waveforms

The information of Table 4.6 shows that it takes 1.5 nsec for a signal wave to propagate from
source-to-destination on a 20 cm wire deposited on an epoxy printed-circuit board. If trans-
mission line effects were an issue on silicon integrated circuits, it would take 0.67 nsec for the
signal to reach the end of a 10 cm wire.

WARNING: The characteristic impedance of awireis afunction of the overall intercon-
nect topology. The electro-magnetic fields in complex interconnect structures tend to be
irregular, and are strongly influenced by issues such as the current return path. Providing a
general answer to the latter problem has so far proven to be illusive, and no closed-formed
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analytical solutions are typically available. Hence, accurate inductance and characteristic
impedance extraction is still an active research topic. For some simplified structures,
approximative expressions have been derived. For instance, the characteristic impedances
of atriplate strip-line (awire embedded in between two ground planes) and a semiconduc-
tor micro strip-line (wire above a semiconductor substrate) are approximated byEqg. (4.29)
and Eq. (4.30), respectively.

. m a2t+ W
Zy(triplate) » 94W Y In Yy (4.29)
and
: . m ® 4t o)

Zo(microstri 60W Ing 4.30
of P) > OW I 56 + 0,67 "€0536W + 0.671P (4.30)
|

Termination

The behavior of the transmission line is strongly influenced by the termination of the line.
The termination determines how much of the wave is reflected upon arrival at the wire
end. This is expressed by thereflection coefficient r that determines the relationship
between the voltages and currents of the incident and reflected waveforms.

r:\ﬂ:ﬁ:_ (43]_)

where R is the value of the termination resistance. The total voltages and currents at the
termination end are the sum of incident and reflected waveforms.

V = Vi(1+1)
I = Iinc(l_r)

Three interesting cases can be distinguished, as illustrated in Figure 4.19. In case
(a) the terminating resistance is equal to the characteristic impedance of the line. The ter-
mination appears as an infinite extension of the line, and no waveform is reflected. This
is also demonstrated by the value ofr , which equals 0. In case (b), the line termination is
an open circuit (R=¥), and r = 1. The total voltage waveform after reflection is twice
the incident one as predicted by Eq. (4.32). Finally, in case (c) where the line termination
is ashort circuit, R=0, and r = —1. The total voltage waveform after reflection equals
zero.

The transient behavior of a complete transmission line can now be examined. It is
influenced by the characteristic impedance of the line, the series impedance of the source
Zg, and the loading impedanceZz, at the destination end, as shown in Figure 4.20.

Consider first the case where the wire is open at the destination end, oz, = ¥, and
r_ = 1. An incoming wave is completely reflected without phase reversal. Under the
assumption that the source impedance is resistive, three possible scenarios are sketched in
Figure 4.21: Ry= 5 Z,, Rs= Z,, and Rg= 1/5 Z,,.

(4.32)
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Incident wave

I  Reflected wave

—>
(a) Matched termination Z >
ZO -— A L X
—C o—
. —
(b) Open-circuit termination 1 >
- L

Z

A

— o—

E——

(c) Short-circuit termination |
Figure4.19 Behavior of various transmission Tine terminations.

Bl

Figure4.20 Transmission line
with terminating impedances.

1. Large sourceresistance—Rg= 5 Z, (Figure 4.21a)

Only a small fraction of the incoming signalV,, is injected into the transmission
line. The amount injected is determined by the resistive divider formed by the source

resistance and the characteristic impedanceZ,,

Vsource: ZO/(ZO+ RS)) Vin:1/6, 5v =083V

This signal reaches the end of the line afterl./n sec, where L stands for the length of
the wire and is fully reflected, which effectively doubles the amplitude of the wave
(Vges = 1.67 V). The time it takes for the wave to propagate from one end of the wire to
the other is called thetime-of-flight, tg;q = L/n. Approximately the same happens when
the wave reaches the source node again. The incident waveform is reflected with an ampli-
tude determined by the source reflection coefficient, which equals 2/3 for this particular

case.

o= 220=%0 _ 2
ST 57Z,+Z, 3

The voltage amplitude at source and destination nodes gradually reaches its final value of

Vi,. The overall rise timeis, however, many timed./n.

%ﬁ

(4.33)

(4.34)
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(@ Rg=5Zp, R =x

b e - - - =

(b)Rs=Zy R =x

4F

2t ]

(©) Rg=2Zy/5,R = x

00 5 : 10 15
t(inty
Figure4.21 Transient response of transtission line.

When multiple reflections are present, as in the above case, keeping track of waves
on the line and total voltage levels rapidly becomes cumbersome. Therefore a graphical
construction called thelattice diagram is often used to keep track of the data (Figure
4.22). The diagram contains the values of the voltages at the source and destination ends,
as well as the values of the incident and reflected wave forms. The line voltage at a termi-
nation point equals the sum of the previous voltage, the incident, and reflected waves.

2. Small sourceresistance—Rg= Z,/5 (Figure 4.21c)

A large portion of the input isinjected in the line. Its value is doubled at the destina-
tion end, which causes a severe overshoot. At the source end, the phase of the signal is
reversed (r ¢ = - 2/3). The signa bounces back and forth and exhibits severe ringing. It
takes multipleL/n before it settles.

3. Matched sour ce resistance—Rg= Z (Figure 4.21b)

Half of the input signal isinjected at the source. The reflection at the destination end
doubles the signal, so that the final value is reached immediately. It is obvious that thisis
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Vsource Vdeﬂ
0.8333V
1.6666 V
22222V +0.5556
+0.5556 2778V
t 31482V
3.5186 V
3.7655 V
40124V
Figure4.22 Latticediagram forRg=
Y Un 5Zyand R =¥. V4, =5V, (asin
- - Figure 4.214).

the most effective case. Matching the line impedance at the source end is callederies ter-
mination.

Note that the above analysisis an ideal one, asit is assumed that the input signal has
azero risetime. In real conditions the signals are substantially smoother, as demonstrated
in the simulated response of Figure 4.23 (forRs = Zy/5 and t, = tggy)-

10 T T T T

V (V)

Figure4.23 Simulated transient
. . . . response of losslesstransmission line
0 100 200 300 400 500 for finite input rise times Rs= Zy/5,

t (psec) tr = tighy)-

Problem 4.1 Transmission Line Response

Derive the lattice diagram of the above transmission line foiRg = Zy/5, R =¥, and Ve, = 5
V. Also try the reverse picture— assume that the series resistance of the source equals zero,
and consider different load impedances.

Similar considerations are valid when the termination is provided at the destination end,
called parallel termination. Matching the load impedance to the characteristic impedance
of the line once again results in the fastest response. This leads to the following conclusion.
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To avoid potentially disastroustransmission line effects such asringing or slow
propagation delays, the transmission line should be terminated, either at the
source (series termination), or at the destination (parallel termination) with a
resistance equal to the characteristic impedanceZ of the transmission line.

Example4.11 Capacitive Termination

Loads in MOS digital circuits tend to be of a capacitive nature. One might wonder how this
influences the transmission line behavior and when the load capacitance should be taken into
account.

The characteristic impedance of the transmission line determines the current that can be
supplied to charge capacitive loadC, . From the load’s point of the view, the line behaves as a
resistance with value Z,. The transient response at the capacitor node, therefore, displays a
time constant Z,C, . This is illustrated in Figure 4.24, which shows the simulated transient
response of a series-terminated transmission line with a characteristic impedance of 50N
loaded by a capacitance of 2 pF. The response shows how the output rises to its final value
with a time-constant of 100 psec (= 50W "~ 2 pF) after a delay equal to the time-of-flight of
theline.

This asymptotic response causes some interesting artifacts. After 2y, an unexpected
voltage dip occurs at the source node that can be explained as follows. Upon reaching the des-
tination node, the incident wave is reflected. This reflected wave also approaches its fina
value asymptotically. SinceV,y equals O initially instead of the expected jump to 5V, the
reflection equals- 2.5 V rather than the expected 2.5 V. This forces the transmission line tem-
porarily to 0 V, as shown in the simulation. This effect gradually disappears as the output
node converges to its final value.

5.0 T T T s
40 VdeSl . Pl - i
7
7
301 // 1
> 1T _\ ; Vsouroe
201! , 1
1 1 ;
I \ ;
10711 \, 1
,’ Figure4.24 Capacitively terminated
0.0 ' ' ' ' transmission line:Rs=50 W, R, =¥, C,
0 0.1 0.2 0.3 0.4 0.5 = 2 pF, Zy= 50 W, tgig, = 50 psec.

time (nsec)

The propagation delay of the line equals the sum of the time-of-flight of the line (= 50
psec) and the time it takes to charge the capacitance (= 0.69Z, C, = 69 psec). Thisis exactly
what the simulation yields. In general, we can say that the capacitive load should only be con-
sidered in the analysis when its value is comparable to or larger than the total capacitance of
the transmission line [Bakoglu90].

i

-t

\

N2



é chapter4.fm Page 135 Monday, September 6, 1999 1:44 PM

A

Section 4.4 Electrical Wire Models 135

Lossy Transmission Line

While board and module wires are thick and wide enough to be treated as lossless trans-
mission lines, the sameis not entirely true for on-chip interconnect where the resistance of
the wire is an important factor. The lossy transmission-line model should be applied
instead. Going into detail about the behavior of alossy line would lead usto far astray. We
therefore only discuss the effects of resistive loss on the transmission line behavior in a
qualitative fashion.

The response of alossy RLC line to a unit step combines wave propagation with a
diffusive component. Thisis demonstrated in Figure 4.25, which plots the response of the
RLC transmission line as a function of distance from the source. The step input still propa-
gates as a wave through the line. However, the amplitude of this traveling wave is attenu-
ated along the line:

r
—=X
Vo) _ 7 w3

Vstep ( O) -

The arrival of the wave isfollowed by adiffusive relaxation to the steady-state value
at point x. The farther it is from the source, the more the response resembles the behavior
of a distributed RC line. In fact, the resistive effect becomes dominant, and the line
behaves as a distributed RC line when R ( = rL, the total resistance of the line) >> 27,
When R=5 Z,, only 8% of the original step reaches the end of the line. At that point, the

line is more appropriately modeled as a distributedrc line.

Transmission line
Source Dest

v

| |
x=0 X= % X=X X = Xg x=L X

t

Figure4.25 Step response of lossy transmission line.

Be aware that the actual wires on chips, boards, or substrates behave in a far more
complex way than predicted by the above analysis. For instance, branches on wires, often
called transmission line taps, cause extra reflections and can affect both signal shape and
delay. Since the analysis of these effectsis very involved, the only meaningful approach is
to use computer analysis and simulation techniques. For a more extensive discussion of
these effects, we would like to refer the reader to [Bakoglu90] and [Dally98].
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Design Rules of Thumb

Once again, we have to ask ourselves the question when it is appropriate to consider
transmission line effects. From the above discussion, we can derive two important constraints:

* Transmission line effects should be considered when the rise or fall time of the
input signal (t,, t;) is smaller than the time-of-flight of the transmission line {ggn,)-

This leads to the following rule of thumb, which determines when transmission line
effects should be considered:

L
t(t) < 25tign = 257 (4.36)

For on-chip wires with a maximum length of 1 cm, one should only worry about trans-
mission line effects whent, < 150 psec. At the board level, where wires can reach a length of
up to 50 cm, we should account for the delay of the transmission line whert, < 8 nsec. This
condition is easily achieved with state-of-the-art processes and packaging technologies. Ignor-
ing the inductive component of the propagation delay can easily result in overly optimistic
delay predictions.

» Transmission line effects should only be consider ed when the total resistance of the
wireislimited:
R<5Z, (4.37)

If thisis not the case, the distributed RC model is more appropriate.
Both constraints can be summarized in the following set of bounds on the wire length:

t

_fi<L<§f (4.38)

25,/ic ryc

» Thetransmission lineisconsidered losslesswhen thetotal resistanceis substantially
smaller than the characteristic impedance, or

zZ
R< EO (4.39)

Ia

Example4.12 When to Consider Transmission Line Effects

Consider again our All wire. Using the data from Example 4.4 and Eg. (4.28), we can
approximate the value of Z, for various wire widths:

W=0.1mm: ¢c=92 aF/nm; Z, =74 W

W = 1.0 nm: ¢ = 110 aF/nm; Z, =60 W

W=10 nm: ¢ =380 aF/mm; Z, = 17W
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Using tFor awire with awidth of Trm, we can derive thech maximum length of the
wire for which we should consider transmission line effects using Eq. (4.37):

r  0.075Wanmm

From Eg. (4.36), we find a corresponding maximum rise (or fall) time of the input signal
equal to

tymax = 2.5 (4000 nm)/(15 cm/nsec) = 67 psec

This is hard to accomplish in current technologies. For these wires, a lumped capacitance
model is more appropriate. Transmission line effects are more plausible in wider wires. For a
10 mm wide wire, we find a maximum length of 11.3 mm, which corresponds to a maximum
rise time of 188 psec.

Assume now a Copper wire, implemented on level 5, with a characteristic impedance
of 200 W and aresistance of 0.025W/nmm. The resulting maximum wire length equals 40 mm.
Rise times smaller than 670 psec will cause transmission line effects to occur.

Be aware however that the values forZ,, derived in this example, are only approxima-
tions. In actual designs, more complex expressions or empirical data should be used.

Example 4.13 Simulation of Transmission Line Effects
Show SPICE simulation

45 SPICE WireModels

In previous sections, we have discussed the

45.1 Distributed rc Linesin SPICE

Because of the importance of the distributedrc-line in todays design, most circuit simula-
tors have built-in distributed rc-models of high accuracy. For instance, the Berkeley
SPICE3 simulator supports a uniform-distributed rc-line model (URC). This model

approximates the rc-line as a network of lumped RC segments with internally generated
nodes. Parameters include the length of the wirelL and (optionally) the number of seg-
ments used in the model.

Example 4.14 SPICE3 URC Mode

A typical example of a SPICES instantiation of a distributed rc-line is shown below. N1 and
N2 represent the terminal nodes of the line, while N3 is the node the capacitances are con-
nected to. RPERL and CPERL stand for the resistance and capacitance per meter.

U1 N1=1 N2=2 N3=0 URCMOD L=50m N=6
.MODEL URCMOD URC(RPERL=75K CPERL=100pF)
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If your simulator does not support a distributedrc-model, or if the computational
complexity of these models slows down your simulation too much, you can construct a
simple yet accurate model yourself by approximating the distributedc by a lumped RC
network with a limited number of elements. Figure 4.26 shows some of these approxima-
tions ordered along increasing precision and complexity. The accuracy of the model is
determined by the number of stages. For instance, the error of thgp3 model is less than
3%, which is generally sufficient.

R R/2 R/2

CIZI IC/2 IC
L 1 1

p
R/2 R2 R4 R2 R4
MWV e--’\/\/\/—_[-’\/\/\/—_[-’\/\/\/-
—L —L C/2 —L Cl4 C/2 C/2
"I 171 1 1
p2 T2
R/ R/ R/ R/6 R/3 R/3 R/6

1" 1 I
= = . = =
Figure4.26 Simulation models for distributedRC line.

452 Transmission Line Modelsin SPICE

SPICE supports a lossless transmission line model. The line characteristics are defined by
the characteristic impedance Z,, while the length of the line can be defined in either of two
forms. A first approach is to directly define theransmission delay TD, which is equiva-
lent to the time-of-flight. Alternatively, a frequency may be given together withNL, the
dimensionless, normalized electrical length of the transmission line, which is measured
with respect to the wavelength in the line at the frequencyF. The following relation is
valid.

NL = F>TD (4.40)
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No lossy transmission line model is currently provided. When necessary, 10ss can be
added by breaking up a long transmission line into shorter sections and adding a small
series resistance in each section to model the transmission line loss. Be careful when using
this approximation. First of all, the accuracy is still limited. Secondly, the simulation
speed might be severely effected, since SPICE chooses a time step that is less than or
equal to half of the value of TD. For small transmission lines, this time step might be much
smaller than what is needed for transistor analysis.

4.6 Perspective: A Look intothe Future

Similar to the approach we followed for the MOS transistor, it is worthwhile to explore
how the wire parameters will evolve with further scaling of the technology. As transistor
dimensions are reduced, the interconnect dimensions must also be reduced to take full
advantage of the scaling process.

A straightforward approach is to scale all dimensions of the wire by the same factor
Sasthe transistors (ideal scaling). This might not be possible for at |east one dimension of
the wire, being the length. It can be surmised that the length oflocal interconnections —
wires that connect closely grouped transistors — scales in the same way as these transis-
tors. On the other hand, global interconnections, that provide the connectivity between
large modules and the input-output circuitry, display a different scaling behavior. Exam-
ples of such wires are clock signals, and data and instruction busesFigure 4.27 contains a
histogram showing the distribution of the wire lengths in an actual microprocessor design,
containing approximately 90,000 gate) [Davis98]. While most of the wires tend to be only
acouple of gate pitches long, a substantial number of them are much longer and can reach
lengths up to 500 gate pitches.

1.0E+5 -

+ Actual Data
= — Stochastic Model

1.0E+4 41

=

=

S

B

=

2 1.0e+3 }

% 1.0E+2 4

< N=86161

O 1.0E+1 4 p=08

B k=5.0

g 1.0E+0 4 Figure4.27 Distribution of wire

g 1.0E-1 4 lengths in an advanced

E 1 10 100 1000 | microprocessor as afunction of the
Interconnect Length, ¢ [gate pitches] gate pitch.

The average length of these long wiresis proportional to the die size (or complexity)
of the circuit. An interesting trend is that while transistor dimensions have continued to
shrink over the last decades, the chip sizes have gradually increased. In fact, the size of the
typical die (which isthe square root of the die area) isincreasing by 6% per year, doubling
about every decade. Chips have scaled from 2 mm’ 2 mm in the early 1960s to approxi-
mately 2 cm” 2 cmin 2000. They are projected to reach 4 cm on the side by 2010!
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This argues that when studying the scaling behavior of the wire length, we have to
differentiate between local and global wires. In our subsequent analysis, we will therefore
consider three models: local wires § = S> 1), constant length wires § = 1), and global
wires (§ = & <1).

Assume now that all other wire dimensions of the interconnect structure\(V, H, t)
scale with the technology factorS. This leads to the scaling behavior illustrated in Table
4.8. Be aware that this is only a first-order analysis, intended to look at overall trends.
Effects such a fringing capacitance are ignored, and breakthroughs in semiconductor tech-
nology such as new interconnect and dielectric materials are also not considered.

Table4.8 |deal Scaling of Wire Properties

Parameter Relation Local Wire Constant Lenght Global Wire
W, H, t s s s
L s 1 VS
c LWt s 1 VS
R L/WH S 3 s
CR L2/Ht 1 3 I3

The eye-catching conclusion of this exercise is that scaling of the technology does
not reduce wire delay (as personified by theRC time-constant). A constant delay is pre-
dicted for local wires, while the delay of the global wires goes up with 50% per year (fdb
= 1.15 and S- = 0.94). Thisisin great contrast with the gate delay, which reduces from
year to year. This explains why wire delays are starting to play a predominant role in
todays digital integrated circuit design.

Theideal scaling approach clearly has problems, asit causes arapid increase in wire
resistance. This explains why other interconnect scaling techniques are attractive. One
option isto scale the wire thickness at a different rate. The “constant resistance” model of
Table 4.9 explores the impact of not scaling the wire thickness at all. While this approach
seemingly has a positive impact on the performance, it causes the fringing and interwire
capacitance components to come to the foreground. We therefore introduce an extra
capacitance scaling factor e, (> 1), that captures the increasingly horizontal nature of the
capacitance when wire widths and pitches are shrunk while the height is kept constant.

Table4.9 “Constant Resistance” Scaling of Wire Properties

Parameter Relation Local Wire Constant Lenght Global Wire
W, t s s s
H 1 1 1
L s 1 VS
Cc eLWit elS e e/
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Table4.9 “Constant Resistance” Scaling of Wire Properties
Parameter Relation Local Wire Constant Lenght Global Wire
R L/WH 1 S SEW
CR L2/Ht &J/S eS 6952

This scaling scenario offers a dlightly more optimistic perspective, assuming of
course that e, < S. Yet, delay is bound to increase substantially for intermediate and long
wires, independent of the scaling scenario. To keep these delays from becoming exces-
sive, interconnect technology has to be drastically improved. One option is to use better
interconnect (Cu) and insulation materials (polymers and air). The other option is to dif-
ferentiate between local and global wires. In the former, density and low-capacitance are
crucial, while keeping the resistance under control is crucial in the latter. To address these
conflicting demands, modern interconnect topologies combine a dense and thin wiring
grid at the lower metal layers with fat, widely spaced wires at the higher levels, asisillus-
trated in Figure 4.28. Even with these advances, it is obvious that interconnect will play a
dominant role in bothg high-performance and low-energy circuits for years to come.

M6
Global
M5
intermodule
goooooo M2 | ol
oOoOoooon M1 nterc Figure 4.28 Interconnect hierarchy of 0.25mm
(S SR poly Intracell CMOS process, drawn to scale.
substrate

4.7 Summary

This chapter has presented a careful and in-depth analysis of the role and the behavior of
the interconnect wire in modern semiconductor technology. The main goal is to identify
the dominant parameters that set the values of the wire parasitics (being capacitance, resis-
tance, and inductance), and to present adequate wire models that will aid us in the further
analysis and optimization of complex digital circuits.
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4.8 ToProbeFurther

Interconnect and its modeling is a hotly debated topic, that receives major attention in
journals and conferences. A number of textbooks and reprint volumes have been pub-
lished. [Bakoglu90], [ Tewksbury94], and [Dally98] present an in-depth coverage of inter-
connect issues, and are a valuable resource for further browsing.
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I ntroduction

Theinverter istruly the nucleus of all digital designs. Onceits operation and properties are
clearly understood, designing more intricate structures such as NAND gates, adders, mul-
tipliers, and microprocessors is greatly simplified. The electrical behavior of these com-
plex circuits can be aimost completely derived by extrapolating the results obtained for
inverters. The analysis of inverters can be extended to explain the behavior of more com-
plex gates such as NAND, NOR, or XOR, which in turn form the building blocks for mod-
ules such as multipliers and processors.

In this chapter, we focus on one single incarnation of the inverter gate, being the
static CMOS inverter — or the CMOS inverter, in short. Thisis certainly the most popular
at present, and therefore deserves our special attention. We analyze the gate with respect
to the different design metrics that were outlined in Chapter 1:

» cost, expressed by the complexity and area

* integrity and robustness, expressed by the static (or steady-state) behavior
 performance, determined by the dynamic (or transient) response

» energy efficiency, set by the energy and power consumption

From this analysis arises amodel of the gate that will help usto identify the parame-
ters of the gate and to choose their values so that the resulting design meets desired speci-
fications. While each of these parameters can be easily quantified for a given technology,
we also discuss how they are affected byscaling of the technology.

While this Chapter focuses uniquely on the CMOS inverter, we will see in the fol-
lowing Chapter that the same methodol ogy also applies to other gate topologies.

5.2 The Static CMOS Inverter — An Intuitive Perspective

Figure 5.1 shows the circuit diagram of a static CMOS inverter. Its operation is readily
understood with the aid of the simple switch model of the MOS transistor, introduced in
Chapter 3 (Figure 3.25): the transistor is nothing more than a switch with an infinite off-
resistance (for Mgg < [V4]), and a finite on-resistance (for Ygd > |V4). This leads to the

\_‘ -
Figure5.1 Static CMOS inverter.Vp stands for the

supply voltage.
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following interpretation of the inverter. WhenV,, is high and equal toVpp, the NMOS
transistor is on, while the PMOS is off. This yields the equivalent circuit of Figure 5.2a. A
direct path exists betweenV,; and the ground node, resulting in a steady-state value of 0
V. On the other hand, when the input voltage is low (0 V), NMOS and PMOS transistors

are off and on, respectively. The equivalent circuit of Figure 5.2b shows that a path exists
between V, and V,,, yielding a high output voltage. The gate clearly functions as an

inverter.
Voo Voo
%
Vou1 Vou1
’ ﬁ
Vin = VDD Vin =0 ) .
Figure5.2 Switch models of CMOS
(a) Model for high input (b) Model for low input inverter.

A number of other important properties of static CMOS can be derived from this switch-
level view:

» The high and low output levels equal Vpp and GND, respectively; in other words,
the voltage swing is equal to the supply voltage. Thisresults in high noise margins.

» Thelogic levels are not dependent upon the relative device sizes, so that the transis-
tors can be minimum size. Gates with this property are calledatioless. Thisisin
contrast with ratioed logic, where logic levels are determined by the relative dimen-
sions of the composing transistors.

* In steady state, there always exists a path with finite resistance between the output
and either Vi or GND. A well-designed CMOS inverter, therefore, has dow out-
put impedance, which makes it less sensitive to noise and disturbances. Typical val-
ues of the output resistance are in KV range.

» Theinput resistance of the CMOS inverter is extremely high, as the gate of an MOS
transistor is a virtually perfect insulator and draws no dc input current. Since the
input node of the inverter only connects to transistor gates, the steady-state input
current is nearly zero. A single inverter can theoretically drive an infinite number of
gates (or have an infinite fan-out) and still be functionally operational; however,
increasing the fan-out also increases the propagation delay, as will become clear
below. So, although fan-out does not have any effect on the steady-state behavior, it
degrades the transient response.
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» Nodirect path exists between the supply and ground rails under steady-state operat-
ing conditions (this is, when the input and outputs remain constant). The absence of
current flow (ignoring leakage currents) means that the gate does not consume any
static power.

SIDELINE: The above observation, while seemingly obvious, is of crucial importance,
and is one of the primary reasons CMOS is the digital technology of choice at present. The
situation was very different in the 1970s and early 1980s. All early microprocessors, such
as the Intel 4004, were implemented in a pure NMOS technology. The lack of comple-

mentary devices (such as the NMOS and PMOS transistor) in such a technology makes
the realization of inverters with zero static power non-trivial. The resulting static power
consumption puts a firm upper bound on the number of gates that can be integrated on a

single die; hence the forced move to CMOS in the 1980s, when scaling of the technology

allowed for higher integration densities.

The nature and the form of the voltage-transfer characteristic (VTC) can be graphi-
cally deduced by superimposing the current characteristics of the NMOS and the PMOS
devices. Such a graphical construction is traditionally calle@ load-line plot. It requires
that thel-V curves of the NMOS and PM OS devices are transformed onto a common coor-
dinate set. We have selected the input voltageV,,, the output voltageV,,, and the NMOS
drain current I oy as the variables of choice. The PMOS-V relations can be translated into
this variable space by the following relations (the subscripta and p denote the NMOS

and PMOS devices, respectively):

Ipsp = ~losn
Vesn = Vin & Vesp = Vin—=Vop (5.1)

Vosn = Vour 5 Voss = Vour — Voo

The load-line curves of the PMOS device are obtained by a mirroring around the-
axis and a horizontal shift overVyy. This procedure is outlined in Figure 5.3, where the
subseguent steps to adjust the original PMOS-V curves to the common coordinate setV,,,
V. and I, areillustrated.

I Dp IDn IDn

A Vin =0 A ‘kvin =0
V=15 @
» > »
VD&) VD&) Vout
Vow™— — —
Vag, =25
c® Vin = Vop + Veg Vou= Voo * Vog
IDn = Dp

Figure5.3 Transforming PMOS |-V characteristic to a common coordinate set
(assuming VDD = 2.5V).
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V,
Figure5.4 Load curvesfor NMOS and PMOS transistors of the static CMOS inverter‘(/DD"%t 2.5V). The dots
represent the dc operation points for various input voltages.

The resulting load lines are plotted in Figure 5.4. For a dc operating points to be
valid, the currents through the NMOS and PM OS devices must be equal. Graphically, this
means that the dc points must be located at the intersection of corresponding load lines. A
number of those points (forV,, =0, 0.5, 1, 1.5, 2, and 2.5 V) are marked on the graph. As
can be observed, all operating points are located either at the high or low output levels.
The VTC of the inverter hence exhibits a very narrow transition zone. This results from
the high gain during the switching transient, when both NMOS and PMOS are simulta-
neously on, and in saturation. In that operation region, a small change in the input voltage
resultsin a large output variation. All these observations translate into the VTC of Figure

5.5.
V,
o A NMOS off
PMOS res
o
‘\' NMOSsa  ~
PMOSres , ~
~ b /
o L NMOS sat
\n PMOS sat
o b .
e NMOS res Figure55 VTC of static CMOS inverter,
2+ / s NMOSres derived from Figure 5.4 /5p = 2.5 V). For each
, PMOS off operation region, the modes of the transistors are
L L annotated — off, res(istive), or sat(urated).

Before going into the analytical details of the operation of the CMOS inverter, a
qualitative analysis of the transient behavior of the gate is appropriate as well. This
response is dominated mainly by the output capacitance of the gateC,, which is com-
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Voo Voo
R,
7o) VOUt
=
V. =0 _ Figure5.6 Switch model of
= Vin = Voo dynamic behavior of static CMOS
(a) Low-to-high (b) High-to-low inverter.

posed of the drain diffusion capacitances of the NMOS and PMOS transistors, the capaci-
tance of the connecting wires, and the input capacitance of the fan-out gates. Assuming
temporarily that the transistors switch instantaneously, we can get an approximate idea of
the transient response by using the simplified switch model again (Figure 5.6). Let us con-
sider the low-to-high transition first (Figure 5.6a). The gate response time is simply deter-
mined by the time it takes to charge the capacitorC, through the resistor R,. In Example
4.5, we learned that the propagation delay of such a network is proportional to the itstime-
constant R,C, . Hence, a fast gate is built either by keeping the output capacitance
small or by decreasing the on-resistance of the transistor.The latter is achieved by
increasing theW/L ratio of the device. Similar considerations are valid for the high-to-low
transition (Figure 5.6b), which is dominated by théR,C; time-constant. The reader should
be aware that the on-resistance of the NMOS and PMOS transistor is not constant, but is a
nonlinear function of the voltage across the transistor. This complicates the exact determi-
nation of the propagation delay. An in-depth analysis of how to analyze and optimize the
performance of the static CMOS inverter is offered in Section 5.4.

5.3 Evaluatingthe Robustness of the CMOSInverter: The Static Behavior

In the qualitative discussion above, the overall shape of the voltage-transfer characteristic
of the static CMOS inverter was derived, as were the values oV, and V5, (Vpp and
GND, respectively). It remains to determine the precise values of/y, V,y, and V,,_as well
as the noise margins.

53.1  Switching Threshold

The switching threshold, V,, is defined as the point whereV,, = V. Its value can be
obtained graphically from the intersection of the VTC with the line given bW, = V.
(see Figure 5.5). In this region, both PMOS and NMOS are always saturated, sinc&pg =
Vas An analytical expression forV,, is obtained by equating the currents through the tran-

.
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sistors. We solve the case where the supply voltage is high so that the devices can be
assumed to be velocity-saturated (0Vpgar < Vi - V7). We furthermore ignore the channel-
length modul ation effects.

Vosams Vosarss
anDSATné‘WM =V = DZATrS + kaDSATPgQ/M ~ Voo~V - % =0 (52)

Solving for V), yields
x Vbsatrty &/ VDSAT@"
A +1&¥p + Vi *

:
V= 2° 2 2 i = Voo _ UsipWo (5 )

1+r KnVbsatn  UsatnWh

assuming identical oxide thicknesses for PMOS and NMOS transistors. For large values
of Vpp (compared to threshold and saturation voltages), Eq. (5.3) can be simplified:

Vb
1+r

VM » (5-4)
Eq. (5.4) states that the switching threshold is set by the ratia, which compares the rela-
tive driving strengths of the PMOS and NMOS transistors. It is generally considered to be
desirable for V), to be located around the middle of the available voltage swing (or at
Vpp/2), since this results in comparable values for the low and high noise margins. This
requiresr to be approximately 1, which is equivalent to sizing the PMOS device so that
(WIL), = (WIL), " (Vpsatokf)/(Vpsamk). To move Vy, upwards, a larger value of r is
reguired, which means making the PMOS wider. Increasing the strength of the NMOS, on
the other hand, moves the switching threshold closer to GND.

From Eq. (5.2), we can derive the required ratio of PMOS versus NMOS transistor
sizes such that the switching threshold is set to a desired valuev/y,. When using this
expression, please make sure that the assumption that both devices are velocity-saturated
still holds for the chosen operation point.

(Wel), _ KGVpgary (V= Vin = Vpsam £2)
(WaL),  kgV, (Vob =Vy + Vrp + Vpsatp 2)

(5.5)
DSATp

Problem 5.1 Inverter switching threshold for long-channel devices, or low supply-volt-
ages.

The above expressions were derived under the assumption that the transistors are vel ocity-
saturated. When the PMOS and NMOS are long-channel devices, or when the supply volt-
ageislow, velocity saturation does not occur -Vt < Vpgar)- Under these circumstances,
Eqg. (5.6) holds for Vy,. Derive.

Vi, +1(Vpp + V. —k
v, = -1 (Voo * Vrp) withr = |—& (5.6)
1+r k
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Design Technigue— Maximizing the noise margins

When designing static CMOS circuits, it is advisable to balance the driving strengths of the
transistors by making the PMOS section wider than the NMOS section, if one wants to maxi-
mize the noise margins and obtain symmetrical characteristics. The required ratio is given by
Eqg. (5.5).

Ia

Example 5.1 Switching threshold of CMOS inverter

We derive the sizes of PMOS and NMOS transistors such that the switching threshold of a
CMOS inverter, implemented in our generic 0.25mm CMOS process, islocated in the middle
between the supply rails. We use the process parameters presented in Example 3.7, and
assume a supply voltage of 2.5 V. The minimum size device has a width/length ratio of 1.5.
With the aid of Eq. (5.5), we find

(Wel), 1157 107°. 063 (1.25-043-0.63 2) _ 35

—_— O.

(Wel),  39- 10° 10 (125-04-10w)

Figure 5.7 plots the values of switching threshold as a function of the PMOS/NMOS
ratio, as obtained by circuit simulation. The simulated PMOS/NMOS ratio of 3.4 for a1.25V
switching threshold confirms the value predicted by Eq. (5.5).

1.8

An analysis of the curve of Figure 5.7 produces some interesting observations:

. Vyy is relatively insensitive to variations in the device ratio. This means that small

variations of the ratio (e.g., making it 3 or 2.5) do not disturb the transfer character-
istic that much. It is therefore an accepted practice in industrial designs to set the
width of the PMOS transistor to values smaller than those required for exact sym-
metry. For the above example, setting the ratio to 3, 2.5, and 2 yields switching
el 1 . £ A4 AN a AN 7 —_——-l 4’\\1' reSpectiVer_

Figure 5.7 Simulated inverter switching

threshold versus PMOS/NMOS ratio (0.25mm
wow CMOS, Vpp =2.5V)
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Figure5.8 Changing the inverter threshold can improve the circuit reliability.

2. The effect of changing the W,/W, ratio is to shift the transient region of the VTC.
Increasing the width of the PMOS or the NMOS movesV,, towards Vpp or GND
respectively. This property can be very useful, as asymmetrical transfer characteris-
tics are actually desirable in some designs. This is demonstrated by the example of
Figure 5.8. The incoming signalV;, has a very noisy zero value. Passing this signal
through a symmetrical inverter would lead to erroneous values (Figure 5.8a). This
can be addressed by raising the threshold of the inverter, which results in a correct
response (Figure 5.8b). Further in the text, we will see other circuit instances where
inverters with asymetrical switching thresholds are desirable.

Changing the switching threshold by a considerable amount is however not easy,

especially when the ratio of supply voltage to transistor threshold is relatively small
(2.5/0.4 = 6 for our particular example). To move the threshold to 1.5 V requires a

transistor ratio of 11, and further increases are prohibitively expensive. Observe that
Figure 5.7 is plotted in a semilog format.

532 NoiseMargins

By definition, V,; and V,, are the operational points of the inverter Whereg://_"“t =-1.In
n

the terminology of the analog circuit designer, these are the points where the gaig of the

amplifier, formed by the inverter, is equal te 1. While it is indeed possible to derive ana-

lytical expressionsforV,, and V, , these tend to be unwieldy and provide little insight in

what parameters are instrumental in setting the noise margins.

A simpler approach is to use a piecewise linear approximation for the VTC, as
shown in Figure 5.9. The transition region is approximated by a straight line, the gain of
which equals the gaing at the switching thresholdV,,. The crossover with theVq,, and the
Vo lines is used to defineV,y and V,_ points. The error introduced is small and well
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Figure5.9 A piece-wiselinear
approximation of the VTC simplifies the
Vin derivation of vV, and V,,.
VoL N s
VIL VIH

within the range of what is required for an initial design. This approach yields the follow-
ing expressions for the width of the transition regiorV,,, - V., V|, V., and the noise mar-
ginsNM, and NM, .

s s
Voo = Vi (5.7)

NMy, = Vpp —Viy NM_ =V

These expressions make it increasingly clear that a high gain in the transition region is
very desirable. In the extreme case of an infinite gain, the noise margins simplify ., -
Vy and Vy, - Vg, for NMy, and NM,, respectively, and span the compl ete voltage swing.

Remains us to determine the midpoint gain of the static CMOS inverter. We assume
once again that both PMOS and NMOS are velocity-saturated. It is apparent from Figure
5.4 that the gain is a strong function of the slopes of the currents in the saturation region.
The channel-length modulation factor hence cannot be ignored in this analysis— doing so
would lead to an infinite gain. The gain can now be derived by differentiating the current
equation (5.8), valid around the switching threshold, with respect td/,,.

Vbsatr
anD%Tnglin - VTn - Z—rg(l +1 nVout) +

(5.8)
Vbsatgs
kaD%Tpglin _VDD_VTp - _2%(1 +1 pVout . pVDD) =0
Differentiation and solving fordV,,/dV,, yields
dVout _ anDSATn(l +1 nvout) + kaDSATp(l +1 pvout =1 pVDD) (EO
—_— - \U.J
dVin I nanDSATn(Vin - VTn - VDSATn 02) + pkaDSATp(Vin - VDD_VTp - VDSATp IQ)

Ignoring some second-order terms, and settingv,,, = V\, results in the gain expression,
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1 K\Vosamn * KVpsarp

ID(VM) ln_I p
. 1+r
(VM_VTn_VDSATn D2)(| n_I p)

with 15(Vy) the current flowing through the inverter forV,, = V. The gain is aimost
purely determined by technology parameters, especially the channel length modulation. It
can only in a minor way be influenced by the designer through the choice of supply and
switching threshold voltages.

g =
(5.10)

Example 5.2 Voltage transfer characteristic and noise margins of CMOS Inverter

Assume an inverter in the generic 0.25mm CMOS technology designed with a PMOS/NMOS
ratio of 3.4 and with the NMOS transistor minimum size V= 0.375 nm, L = 0.25 nm, W/L =
1.5). Wefirst compute the gain atV), (= 1.25 V),

I5(Vy) = 15° 115" 107°° 063" (1.25-0.43 063 @) (1+0.06° 1.25) = 59° 10° A

, ., —6 . ., ., ., —6 .,
g= 1 15" 115" 10 063+15 34" 30" 10 1.0 _ 27.5(Eq. 5.10)
59° 10_6 0.06 + 0.1

Thisyields the following values fotV, , V,y, NM_, NM,,:
V, =12V,V,;=13V,NM =NM, =12

Figure 5.10 plots the simulated VTC of theinverter, aswell asits derivative, the gain. A close
to ideal characteristic is obtained. The actual values oV, and V|, are 1.03 V and 1.45 V,
respectively, which leads to noise margins of 1.03 V and 1.05 V. These values are lower than
those predicted for two reasons:

« Eg. (5.10) overestimates the gain. As observed in Figure 5.10b, the maximum gain (at
V) equals only 17. This reduced gain would yield values foW, and V, of 1.17 V, and 1.33
V, respectively.

*The most important deviation is due to the piecewise linear approximation of the
VTC, which is optimistic with respect to the actual noise margins.

The obtained expressions are however perfectly useful as first-order estimations as
well as means of identifying the relevant parameters and their impact.

To conclude this example, we also extracted from simulations the output resistance of
the inverter in the low- and high-output states. Low values of 2.4 W and 3.3 kW were
observed, respectively. The output resistance is a good measure of the sensitivity of the gate
in respect to noise induced at the output, and is preferably as low as possible.

SIDELINE: Surprisingly (or not so surprisingly), the static CMOS inverter can also be
used as an analog amplifier, asit has afairly high gain in its transition region. This region
is very narrow however, as is apparent in the graph of Figure 5.10b. It also receives poor
marks on other amplifier properties such as supply noise rejection. Y et, this observation
can be used to demonstrate one of the major differences between analog and digital
design. Where the analog designer would bias the amplifier in the middle of the transient
region, so that a maximum linearity is obtained, the digital designer will operate the
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Figure5.10 Simulated Voltage Transfer Characteristic (a) and voltage gain (b) of CMOS inverter (0.26m CMOS, Vpp

=25V).

device in the regions of extreme nonlinearity, resulting in well-defined and well-separated
high and low signals.

Problem 5.2 Inverter noise margins for long-channel devices

Derive expressions for the gain and noise margins assuming that PMOS and NMOS are
long-channel devices (or that the supply voltage is low), so that velocity saturation does
not occur.

5.3.3 Robustness Revisited

Device Variations

While we design a gate for nominal operation conditions and typical device parameters,
we should always be aware that the actual operating temperature might very over alarge
range, and that the device parameters after fabrication probably will deviate from the nom-
inal values we used in our design optimization process. Fortunately, the dec-characteristics
of the static CMOS inverter turn out to be rather insensitive to these variations, and the
gate remains functional over a wide range of operating conditions. This already became
apparent in Figure 5.7, which shows that variations in the device sizes have only a minor
impact on the switching threshold of the inverter. To further confirm the assumed robust-

ness of the gate, we have re-simulated the voltage transfer characteristic by replacing the
nominal devices by their worst- or best-case incarnations. Two corner-cases are plotted in
Figure 5.11: a better-than-expected NMOS combined with an inferior PMOS, and the

opposite scenario. Comparing the resulting curves with the nominal response shows that

the variations mostly cause a shift in the switching threshold, but that the operation of the
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Good PMOS
Bad NMOS

ag Nominal
> s
Good NMOS Figure5.11 Impact of device variations on static CMOS
0sk Bad PMOS inverter VTC. The “good” device has a smaller oxide
thickness (- 3nm), asmaller length (-25 nm), a higher width
(+30 nm), and a smaller threshold (-60 mV). The opposite
% os 1 s 5 s istrue for the “bad” transistor.

gate is by no means affected. This robust behavior that ensures functionality of the gate
over awide range of conditions has contributed in a big way to the popularity of the static
CMOS gate.

Scaling the Supply Voltage

In Chapter 3, we observed that continuing technology scaling forces the supply voltages to
reduce at rates similar to the device dimensions. At the same time, device threshold volt-
ages are virtually kept constant. The reader probably wonders about the impact of this
trend on the integrity parameters of the CMOS inverter. Do inverters keep on working
when the voltages are scaled and are there potential limits to the supply scaling?

A first hint on what might happen was offered in Eq. (5.10), which indicates that the
gain of the inverter in the transition region actually increases with a reduction of the sup-
ply voltage! Note that for a fixed transistor ratia, V), is approximately proportional to
Vpp- Plotting the (normalized) VTC for different supply voltages not only confirms this
conjecture, but even shows that the inverter is well and alive for supply voltages close to
the threshold voltage of the composing transistors (Figure 5.12a). At avoltage of 0.5V —
which isjust 100 mV above the threshold of the transistors — the width of the transition
region measures only 10% of the supply voltage (for a maximum gain of 35), whileit wid-
ens to 17% for 2.5 V. So, given this improvement in dc characteristics, why do we not
choose to operate all our digital circuits at these low supply voltages? Three important
arguments come to mind:

» Inthe following sections, we will learn that reducing the supply voltage indiscrimi-
nately has a positive impact on the energy dissipation, but is absolutely detrimental
to the performance on the gate.

» The dc-characteristic becomes increasingly sensitive to variations in the device
parameters such as the transistor threshold, once supply voltages and intrinsic volt-
ages become comparable.

» Scaling the supply voltage means reducing the signal swing. While this typically
helps to reduce the internal noise in the system (such as caused by crosstalk), it
makes the design more sensitive to external noise sources that do not scale.
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Figure5.12 VTC of CMOS inverter as a function of supply voltage (0.25mm CMOS technology).

To provide an insight into the question on potential limits to the voltage scaling, we
have plotted inFigure 5.12b the voltage transfer characteristic of the same inverter for the
even-lower supply voltages of 200 mV, 100 mV, and 50 mV (while keeping the transistor
thresholds at the same level). Amazingly enough, we still obtain an inverter characteristic,
thiswhile the supply voltage is not even large enough to turn the transistors on! The expla-
nation can be found in the sub-threshold operation of the transistors. The sub-threshold
currents are sufficient to switch the gate between low and high levels, and provide enough
gain to produce acceptable VTCs. The very low value of the switching currents ensures a
very slow operation but this might be acceptable for some applications (such as watches,
for example).

At around 100 mV, we start observing a major deterioration of the gate characteris-
tic. Vo and V, are no longer at the supply rails and the transition-region gain approaches
1. The latter turns out to be a fundamental show-stopper. To achieving sufficient gain for
use in adigital circuit, it is necessary that the supply must be at least a couple timds; =
KT/q (=25 mV at room temperature), the thermal voltage introduced in Chapter 3
[Swanson72]. It turns out that below this same voltage, thermal noise becomes an issue as
well, potentially resulting in unreliable operation.

Voomin > 2% 4% (5.11)

Eq. (5.11) presents a true lower bound on supply scaling. It suggests that the only way to
get CMOS inverters to operate below 100 mV is to reduce the ambient temperature, or in
other words to cool the circuit.

Problem 5.3 Minimum supply voltage of CMOS inverter

Once the supply voltage drops below the threshold voltage, the transistors operate the sub-
threshold region, and display an exponential current-voltage relationship (as expressed in
Eqg. (3.40)). Derive an expression for the gain of the inverter under these circumstances
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(assume symmetrical NMOS and PMOS transistors, and a maximum gain avy, = Vpp/2).
The resulting expression demonstrates that the minimum voltage is a function of the slope
factor n of the transistor.

g= —g%;(ev“’ Fr_1) (5.12)

According to this expression, the gain dropsto -1 a¥/pp =48 mV (forn=15and f =25
mV).

5.4 Performance of CMOS Inverter: The Dynamic Behavior

The qualitative analysis presented earlier concluded that the propagation delay of the
CMOS inverter is determined by the time it takes to charge and discharge the load capaci-
tor C, through the PMOS and NMOS transistors, respectively. This observation suggests
that getting C, as small as possible is crucial to the realization of high-performance

CMOS circuits. It is hence worthwhile to first study the major components of the load

capacitance before embarking onto an in-depth analysis of the propagation delay of the
gate. In addition to this detailed analysis, the section also presents a summary of tech-
niques that a designer might use to optimize the performance of the inverter.

54.1 Computing the Capacitances

Manual analysis of MOS circuits where each capacitor is considered individually is virtu-
ally impossible and is exacerbated by the many nonlinear capacitances in the MOS tran-
sistor model. To make the analysis tractable, we assume that all capacitances are lumped
together into one single capacitorC, , located betweenV,, and GND. Be aware that thisis
aconsiderable simplification of the actual situation, even in the case of a simple inverter.

Vop Vob

I H
c . | Caz Cg4 M4
Vi n ocz 7 T Vout T VoutZ

Figure5.13 Parasitic capacitances, influencing the transient behavior of the cascaded inverter pair.
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Figure 5.13 shows the schematic of a cascaded inverter pair. It includes all the
capacitances influencing the transient response of node/,,,. It isinitially assumed that the
input V,, is driven by anideal voltage source with zero rise and fall times. Accounting
only for capacitances connected to the output node,C, breaks down into the following
components.

Gate-Drain Capacitance Cyyy,

M1 and M2 are either in cut-off or in the saturation mode during the first half (up to 50%
point) of the output transient. Under these circumstances, the only contributions taC;,
are the overlap capacitances of both M1 and M2. The channel capacitance of the MOS
transistors does not play a role here, as it is located either completely between gate and
bulk (cut-off) or gate and source (saturation) (see Chapter 3).

The lumped capacitor model now requires that this floating gate-drain capacitor be
replaced by a capacitance-to-ground. This is accomplished by taking the so-called Miller
effect into account. During a low-high or high-low transition, the terminals of the gate-
drain capacitor are moving in opposite directions (Figure 5.14). The voltage change over
the floating capacitor is hence twice the actual output voltage swing. To present an identi-
cal load to the output node, the capacitance-to-ground must have a value that is twice as
large as the floating capacitance.

We use the following equation for the gate-drain capacitorsCyy = 2 CgpoW (With
Ceapo the overlap capacitance per unit width as used in the SPICE model). For an in-depth
discussion of the Miller effect, please refer to textbooks such as Sedra and Smith
([Sedra87], p. 57)}

DV T ngl Vom Vout iDV

"
- IR I |

Figure5.14 The Miller effect— A capacitor experiencing identical but opposite voltage swings at both
its terminal's can be replaced by a capacitor to ground, whose value is two times the original value.

Diffusion CapacitancesC,, and C,,

The capacitance between drain and bulk is due to the reverse-biasegn-junction. Such a
capacitor is, unfortunately, quite nonlinear and depends heavily on the applied voltage.
We argued in Chapter 3 that the best approach towards simplifying the analysis is to
replace the nonlinear capacitor by alinear one with the same change in charge for the volt-
age range of interest. A multiplication factorKy, is introduced to relate the linearized
capacitor to the value of the junction capacitance under zero-bias conditions.

1 The Miller effect discussed in this context is asimplified version of the general analog case. In adigital
inverter, the large scale gain between input and output always equals -1.
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Ceq = KegCio (5.13)
with C;, the junction capacitance per unit area under zero-bias conditions. An expression
for K, was derived in Eqg. (3.11) and is repeated here for convenience

£
Kea = Hf 5= Vhign) 1" = (Fo = Vigu) 7T (5.14)
9 (Vhigh— View) (L —m)"+ 0 7hian 0~ Viow

with f, the built-in junction potential andm the grading coefficient of the junction.
Observe that the junction voltage is defined to be negative for reverse-biased junctions.

Example5.3 K for a25Vv CMOSInverter

Consider the inverter of Figure 5.13 designed in the generic 0.25m CMOS technology. The
relevant capacitance parameters for this process were summarized in Table 3.5.

Let usfirst analyze the NMOS transistor Cy,; in Figure 5.13). The propagation delay
is defined by the time between the 50% transitions of the input and the output. For the CMOS
inverter, thisis the time-instance whereV,,; reaches 1.25 V, as the output voltage swing goes
from rail to rail or equals 2.5V. We, therefore, linearize the junction capacitance over the
interval {2.5V, 1.25 V} for the high-to-low transition, and {0, 1.25V} for the low-to-high
transition.

During the high-to-low transition at the output,V, initially equals 2.5 V. Because the
bulk of the NMOS device is connected toGND, this translates into a reverse voltage of 2.5V
over the drain junction or Vg, = - 2.5 V. At the 50% point, Vo = 1.25V or Vi, = - 1.25 V.
Evaluating Eq. (5.14) for the bottom plate and sidewall components of the diffusion capaci-
tanceyields

Bottom plate: Kg, (M= 0.5, f 5 =0.9) = 0.57,
Sidewall:Kgyg, (M=0.44, f ;= 0.9) = 0.61

During the low-to-high transition,Vq,, and V4, equal 0 V and - 1.25 V, respectively,
resulting in higher values forky,

Bottom plate: K, (m=0.5, f = 0.9) = 0.79,
Sidewall:Kgyg, (M=0.44, f ;= 0.9) = 0.81

The PMOS transistor displays areverse behavior, asits substrate is connected to 2.5 V.
Hence, for the high-to-low transition ¥,q,,= 0, Vi,jgh = - 1.25V),

Bottom plate: K (M= 0.48, f ; = 0.9) = 0.79,
Sidewall: Kgygy (M=0.32, f ;= 0.9) = 0.86

and for the low-to-high transition ¥, = - 1.25V, V}jg, = - 2.5V)

Bottom plate: K (M= 0.48, f ; = 0.9) = 0.59,
Sidewall:Kgg, (M=0.32,f,=0.9) =0.7

Using this approach, the junction capacitance can be replaced by alinear component
and treated as any other device capacitance. The result of the linearization is a minor dis-
tortion of the voltage waveforms. The logic delays are not significantly influenced by this
simplification.
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Wiring Capacitance C,,

The capacitance due to the wiring depends upon the length and width of the connecting
wires, and is a function of the distance of the fanout from the driving gate and the number
of fanout gates. As argued in Chapter 4, this component is growing in importance with the
scaling of the technology.

Gate Capacitance of Fanout Cy; and Cy,

We assume that the fanout capacitance equals the total gate capacitance of the loading
gates M3 and M4. Hence,

Cranout = Cgate (NMOE) + Cgate(PM 0S)

(5.15)
= (Csson * Capon + Wik Cox) + (Casop + Capop + WpkpCox)

This expression simplifies the actual situation in two ways:

* |t assumes that all components of the gate capacitance are connected betweerV/,
and GND (or V), and ignores the Miller effect on the gate-drain capacitances. This
has a relatively minor effect on the accuracy, since we can safely assume that the
connecting gate does not switch before the 50% point is reached, anaV,,,, there-
fore, remains constant in the interval of interest.

» A second approximation is that the channel capacitance of the connecting gate is
constant over the interval of interest. Thisis not exactly the case as we discovered in
Chapter 3. The total channel capacitance is a function of the operation mode of the
device, and varies from approximately 1/3 oMLC,, (cut-off) over 2/3WLC,, (satu-
ration) to the full WLC,, (linear). During the first half of the transient, it may be
assumed that one of the load devices is always in linear mode, while the other tran-
sistor evolves from the off-mode to saturation. Ignoring the capacitance variation
results in a pessimistic estimation with an error of approximately 10%, which is
acceptable for afirst order analysis.

Example 5.4 Capacitancesof a 0.25 mrm CMOS Inverter

A minimum-size, symmetrical CMOS inverter has been designed in the 0.25m CMOS tech-
nology. The layout is shown in Figure 5.15. The supply voltage/pp is set to 2.5 V. From the
layout, we derive the transistor sizes, diffusion areas, and perimeters. This data is summarized
in Table 5.1. As an example, we will derive the drain area and perimeter for the NMOS tran-
sistor. The drain areais formed by the metal-diffusion contact, which has an areaof 4 4| 2
and the rectangle between contact and gate, which has an areaof 3 11 2. Thisresultsin a
total area of 1912, or 0.30 mm? (as| = 0.125 mm). The perimeter of the drain area is rather
involved and consists of the following components (going counterclockwise): 5+ 4+ 4+ 1 +
1=151 or PD=15" 0.125=1.875 nm. Notice that the gate side of the drain perimeter is not
included, as thisis not considered a part of the side-wall. The drain area and perimeter of the
PMOS transistor are derived similarly (the rectangular shape makes the exercise considerably
simpler): AD=5" 912=4512,0r0.7mm% PD=5+9+5=191, or 2.375mm.
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Figure 515 Layout of two chained, minimum-size inverters using SCMOS Design Rules (see a:
Color-plate 6).

Table5.1 Inverter transistor data.

WIL AD (mm?) PD (mm) AS (mm?) PS (nm)
NMOS | 0.375/0.25 0.3(191 3 1.875 (151 ) 03(191? | 1875(15)
PMOS | 1.125/0.25 0.7 (4513 2.375 (19 ) 07(451? | 2375(19)

This physical information can be combined with the approximations derived above to
come up with an estimation of C_. The capacitor parameters for our generic process were
summarized inTable 3.5, and repeated here for convenience:

Overlap capacitance: CGDO(NMQOS) = 0.31 fFfrm; CGDO(PMOS) = 0.27 fF/mm

Bottom junction capacitance: CINMOS) = 2 fFim?; CJ(PMOS) = 1.9 fF/nm?
Side-wall junction capacitance: CISW(NMOS) = 0.28 fRim; CISW(PMOS) = 0.22
fF/mm

Gate capacitance: C,(NMOS) = C,,(PMOS) = 6 fF/mm?

Finally, we should also consider the capacitance contributed by the wire, connecting
the gates and implemented in metal 1 and polysilicon. A layout extraction program typically
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will deliver us precise values for this parasitic capacitance. Inspection of the layout helps us
to form afirst-order estimate and yields that the metal-1 and polsyilicon areas of the wire, that
are not over active diffusion, equal 421 2and 721 2, respectively. With the aid of the intercon-
nect parameters of Table 4.2, we find the wire capacitance — observe that we ignore the
fringing capacitance in this simple exercise. Due to the short length of the wire, this contribu-
tion is ignorable compared to the other parasitics.

Cuire = 42/8% rm2” 30 aF/mm? + 72/8% mm?~ 88 aF/mm? = 0.12 fF

Bringing all the components together results in Table 5.2. We use the values oK,
derived in Example 5.3 for the computation of the diffusion capacitances. Notice that the load
capacitance is aimost evenly split between its two major components: the intrinsic capaci-
tance, composed of diffusion and overlap capacitances, and the extrinsic load capacitance,
contributed by wire and connecting gate.

Table5.2 Componentsof C, (for high-to-low and low-to-high transitions).

Capacitor Expression Value (fF) (H® L) | Value(fF) (L® H)
Cya 2 CGDO, W, 0.23 0.23
Cyz 2 CGDO, W, 061 061
Caps Kegn AD, CJ+ K g, PD,, CISW 0.66 0.90
Care Kegp ADp CJ+ Kgeu PD, CISW) 15 115
Cys (CGDO,+CGSO,) W, + Co W, Ly 0.76 0.76
Cya (CGDO,+CGSO,) W, + C,, W, L, 2.28 2.28
Cy From Extraction 0.12 0.12
C, a 6.1 6.0

5.4.2  Propagation Delay: First-Order Analysis

One way to compute the propagation delay of the inverter is to integrate the capacitor
(dis)charge current. This results in the expression of Eg. (5.16).

_ oW
t, = OiET)dv (5.16)

Vi

with i the (dis)charging current, v the voltage over the capacitor, andv,; and v, the initial

and final voltage. An exact computation of this equation is untractable, as botic, (v) and

i(v) are nonlinear functions of v. We rather fall back to the simplified switch-model of the
inverter introduced in Figure 5.6 to derive a reasonable approximation of the propagation
delay adeguate for manual analysis. The voltage-dependencies of the on-resistance and the
load capacitor are addressed by replacing both by a constant linear element with a value
averaged over the interval of interest. The preceding section derived precisely this value
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for the load capacitance. An expression for the average on-resistance of the MOS transis-
tor was already derived in Example 3.8, and is repeated here for convenience.

VDD

1 \% 3VDDaq

Ry = A gV »
‘" Vop °2V 0 Ipsar(1+1V) €
D

7 0
= —=1Vp
4l pgar 9 £

(5.17)

D

2
_ Y V2 e
with Ipgar = K —L'g%VDD —V1)Vbsar = D;”g

Deriving the propagation delay of the resulting circuit is now straightforward, and is
nothing more than the analysis of afirst-order lineaRC-network, identical to the exercise
of Example 4.5. There, we learned that the propagation delay of such a network for a volt-
age step at the input is proportional to the time-constant of the network, formed by pull-
down resistor and load capacitance. Hence,

tour = IN(2)RegnC = 0.69R,,C. (5.18)
Similarly, we can obtain the propagation delay for the low-to-high transition,

toy = 0.69Re,C (5.19)

eqp

with Ry, the equivalent on-resistance of the PMOS transistor over the interval of interest.

This analysis assumes that the equivalent load-capacitance is identical for both the high-
to-low and low-to-high transitions. This has been shown to be approximately the case in
the example of the previous section. The overall propagation delay of the inverter is
defined as the average of the two values, or

toy +t + Regs
t, = %&; o_m_gg_mlnz_mug_ (5.20)

Very often, it is desirable for a gate to have identical propagation delays for both rising
and falling inputs. This condition can be achieved by making the on-resistance of the
NMOS and PMOS approximately equal. Remember that this condition is identical to the
reguirement for a symmetrical VTC.

Example 5.5 Propagation Delay of a 0.25 mm CMOS Inverter

To derive the propagation delays of the CMOS inverter of Figure 5.15, we make use of Eq.
(5.18) and Eq. (5.19). The load capacitanceC, was already computed in Example 5.4, while
the equivalent on-resistances of the transistors for the generic 0.25mm CMOS process were
derived in Table 3.3. For a supply voltage of 2.5 V, the normalized on-resistances of NMOS
and PMOS transistors equal 13 KW and 31 kW, respectively. From the layout, we determine
the (W/L) ratioes of the transistors to be 1.5 for the NMOS , and 4.5 for the PMOS. We
assume that the difference between drawn and effective dimensions is small enough to be
ignorable. Thisleads to the following values for the delays:

.
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25/\ Vi
' Vout
24 i
_ 1.5( .
‘>".4 P [ A »
5 < » < »
> Lo Wi i
0.5 Figure 5.16 Simulated transient
response of the inverter of Figure
or 5.15.
-0.5 .
0 0.5 1 1.5 2 2.5
t (sec) x 10
- - aA3kW - -
to, = 0.69 & 150 6.1fF = 36 psec
- - 31kW - -
ton = 0697 § 150 6.0fF = 29 psec

and

- a86+2% _
t, = & 5 & 32.5 psec

The accuracy of this analysis is checked by performing a SPICE transient simulation
on the circuit schematic, extracted from the layout of Figure 5.15. The computed transient
response of the circuit is plotted in Figure 5.16, and determines the propagation delays to be
39.9 psec and 31.7 for the HL and LH transitions, respectively. The manual results are good
considering the many simplifications made during their derivation. Notice especially the
overshoots on the simulated output signals . These are caused by the gate-drain capacitances
of the inverter transistors, which couple the steep voltage step at the input node directly to the
output before the transistors can even start to react to the changes at the input. These over-
shoots clearly have a negative impact on the performance of the gate, and explain why the
simulated delays are larger than the estimations.

WARNING: This example might give the impression that manual analysis always leads
to close approximations of the actual response. This is not necessarily the case. Large
deviations can often be observed between first- and higher-order models. The purpose of
the manual analysisisto get abasic insight in the behavior of the circuit and to determine
the dominant parameters. A detailed simulation is indispensable when quantitative data is

required. Consider the example above a stroke of good luck.
I
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The obvious question a designer asks herself at this point is how she can manipulate
and/or optimize the delay of a gate. To provide an answer to this question, it is necessary
to make the parameters governing the delay explicit by expandingRy, in the delay equa-
tion. Combining Eg. (5.18) and Eq. (5.17), and assuming for the time being that the chan-
nel-length modulation factor| is ignorable, yields the following expression fot,, (a
similar analysis holds fort, ;)

C\V, C\V,
to = 0695200 = 052 L 'bD
41psatn (WnoL) k€ Vpgarn(Vop = Vi — Vpsatn 92)

In the majority of designs, the supply voltage is chosen high enough so that/py >> V4, +
Vpsatn/2. Under these conditions, the delay becomes virtually independent of the supply
voltage (Eg. (5.22)). Observe that this is a first-order approximation, and that increasing
the supply voltage yields an observable, albeit small, improvement in performance due to
anon-zero channel-length modulation factor.

(5:21)

C,
(Wnel) k¢ Vpearn

This analysis is confirmed in Figure 5.17, which plots the propagation delay of the
inverter as a function of the supply voltage. It comes as no surprise that this curve is virtu-
ally identical in shape to the one of Figure 3.27, which charts the eguivalent on-resistance
of the MOS transistor as a function of V. While the delay is relative insensitive to sup-
ply variations for higher values ofVyp, a sharp increase can be observed starting around

tonL » 0.52 (5.22)

5.5

5
4.5F
4+
5
& 35
§ al Figure5.17 Propagation delay of CMOS
g inverter as afunction of supply voltage (
= 2} ] normalized with respect to the delay at 2.5
V). The dots indicate the delay values
2r ] predicted by Eq. (5.21). Observe that this
15k I | equation isonly valid when the devices are
‘ velocity-saturated. Hence, the deviation at
v : i i i i : _ _ low supply voltages.

»2V1. This operation region should clearly be avoided if achieving high performance is a
premier design goal.

Design Techniques

From the above, we deduce that the propagation delay of a gate can be minimized in the fol-
lowing ways:
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Reduce C,. Remember that three major factors contribute to the load capacitance: the
internal diffusion capacitance of the gate itself, the interconnect capacitance, and the fan-
out. Careful layout helps to reduce the diffusion and interconnect capacitancesGood
design practice requires keeping the drain diffusion areas as small as possible.

Increase the WIL ratio of the transistors. This is the most powerful and effective perfor-
mance optimization tool in the hands of the designer. Proceed however with caution
when applying this approach. Increasing the transistor size also raises the diffusion
capacitance and henceC, . In fact, once the intrinsic capacitance (i.e. the diffusion capac-
itance) starts to dominate the extrinsic load formed by wiring and fanout, increasing the
gate size does not longer help in reducing the delay, and only makes the gate larger in
area. This effect is called ‘self-loading”. In addition, wide transistors have a larger gate
capacitance, which increases the fan-out factor of the driving gate and adversely affects
its speed.

Increase Vpp. As illustrated in Figure 5.17, the delay of a gate can be modulated by

modifying the supply voltage. Thisflexibility allows the designer to trade-off energy dis-
sipation for performance, as we will see in alater section. However, increasing the sup-

ply voltage above a certain level yields only very minima improvement and hence
should be avoided. Also, reliability concerns (oxide breakdown, hot-electron effects)
enforce firm upper-bounds on the supply voltage in deep sub-micron processes.

Ia

Example 5.6 Device sizing for performance

Let us explore the performance improvement that can be obtained by device sizing in the
design of Example 5.5. We assume the wire and fanout capacitance to be unaffected by the
resizing. An insight in the potential improvement can be obtained by partitioning the load
capacitance into an intrinsic (diffusion and miller) and an extrinsic (wiring and fanout) com-
ponent, or

CL = Cin+ Coq = Cine(1+2a) (5.23)

ext

with a the ratio between extrinsic and intrinsic capacitance. Widening both NMOS and
PMOS of the driving inverter with a factorSreduces their equivalent resistance by an identi-
cal factor, but also raises the intrinsic capacitance of the gate by approximately the sameratio.
The propagation delay of the redesigned gate can be estimated

inta 23 g~ e =] pO (5-24)
with t, the intrinsic delay of the gate (this is, no extrinsic load, ora = 0). Making Sinfini-
tially large yields the maximum obtainable performance gain, equal to 1/(%. Yet, any siz-
ing factor S that is sufficiently larger thara will produce similar results at a substantial gain
in silicon area.

For the example in question, we find from Table 5.2 thata » 1.05 (C;,, = 3.0 fF, Co =
3.15 fF). This would predict a maximum performance gain of 2.05. A scaling factor of 10
allows us to get within 10% of this optimal performance, while larger device sizes only yield
ignorable performance gains.
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This is confirmed by simulation results, which predict a maximum obtainable perfor-

Figure5.18 Increasing inverter performance by
sizing the NMOS and PMOS transistor with an

) ) ’ ’ ’ : identical factor Sfor afixed fanout (inverter of
2 4 6 8 10 12 14 Figure 5.15).

mance improvement of 1.9 (t,, = 19.3 psec). From the graph of Figure 5.18, we observe that
the bulk of the improvement is already obtained forlS= 5, and that sizing factors larger than
10 barely yield any extra gain.

Problem 5.4 Propagation Delay as a Function of (dis)charge Current

So far, we have expressed the propagation delay as a function of the equivalent resistance of
the transistors. Another approach would be replace the transistor by a current source with
value equal to the average (dis)charge current over the interval of interest. Derive an expres-
sion of the propagation delay using this alternative approach.

5.4.3 Propagation Delay Revisited

A detailed analysis of the transient response of the complementary MOS inverter yields
some extra observations and design trade-off’s, worth analyzing.

Impact of Fanout

Eqg. (5.23) states that the load capacitance of the inverter can be divided into an intrinsic
and an extrinsic component. The latter factor is an obvious function of the fanout of the
gate: the larger the fanout, the larger the external load. Assuming that each fanout gate
presents an identical load, and that the wiring capacitance is proportional to the fanot,
we can rewrite the delay equation as a function of the fanout\N.

ty(N) = tyo(1+aN) (5.25)

2 The linear relationship between fanout and wiring capacitance has been confirmed by a number of heu-
ristic studies [REF].
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A linear dependence can be observed. Large fanout factors should hence be avoided if per-
formance is an issue. From the preceding discussions, it is furthermore apparent that
increasing the sizing factorS of the driving inverter is appropriate and recommendable in
the presence of fanout.

NMOS/PMOS Ratio

So far, we have consistently widened the PMOS transistor so that its resistance matches
that of the pull-down NMOS device. This typically requires a ratio of 3 to 3.5 between
PMOS and NMOS width. The motivation behind this approach is to create an inverter

with a symmetrical VTC, and to equate the high-to-low and low-to-high propagation

delays. However, this does not imply that this ratio also yields the minimum overall prop-
agation delay. If symmetry and reduced noise margins are not of prime concern, it is actu-
ally possible to speed up the inverter by reducing the width of the PMOS device!

The reasoning behind this statement is that, while widening the PMOS improves the
ton Of the inverter by increasing the charging current, it also degrades the,, by cause of
alarger parasitic capacitance. When two contradictory effects are present, there must exist
atransistor ratio that optimizes the propagation delay of the inverter.

This optimum ratio can be derived through the following simple analysis. Consider
two identical, cascaded CMOS inverters. The load capacitance of the first gate equals
approximately

CL = (Cdpl + Cdnl) + (C + anz) + CW (526)

gp2
where Cy; and Cy,, are the equivalent drain diffusion capacitances of PMOS and NMOS
transistors of the first inverter, whileC,, and C, are the gate capacitances of the second
gate. C,, represents the wiring capacitance.

When the PMOS devices are madeb times larger than the NMOS ones o = (WIL), /
(WIL),), al transistor capacitances will scale in approximately the same way, @@, » b
Canpy @d Cypp » b Cyprp. Eq. (5.26) can then be rewritten:

CL = (1 + b)(Cdnl + anz) + CW (527)

An expression for the propagation delay can be derived, based on Eq. (5.20).

—~
1

p %(1 + b)(Cdnl + anz) + Cw)éﬁeqn + %'%
(5.28)

I
0-345((1 + b)(Cdnl + anz) + CW) Reqné + t_fg

I (= Regp/Reqn) represents the resistance ratio of identically-sized PMOS and NMOS tran-

sistors. The optimal value ofb can be found by setting%’ to 0, which yields

— Cw (o]
opt = rgﬁ + TN o (5.29)
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This means that when the wiring capacitance is negligibleQyy, + Cypp >> Cy), boye
equals ./, in contrast to the factorr normally used in the noncascaded case. If the wiring
capacitance dominates, larger values ofb should be used. The surprising result of this
analysisisthat smaller device sizes (and hence smaller design area) yield afaster design at
the expense of symmetry and noise margin.

Example 5.7 Sizing of CMOS Inverter Loaded by an Identical Gate

Consider again our standard design example. From the values of the equivalent resitances
(Table 3.3), we find that a ratiob of 2.4 (= 31 kW/ 13 kW) would yield a symmetrical tran-
sient response. Eg. (5.29) now predicts that the device ratio for an optimal performance
should equal 1.6. These results are verified in Figure 5.19, which plots the simulated propaga-
tion delay as a function of the transistor ratidy. The graph clearly illustrates how a changing
b trades off betweent,, ;; and t,, . The optimum point occurs aroundb = 1.9, which is some-
what higher than predicted. Observe also that the rising and falling delays are identical at the
predicted point ofb equal to 2.4.

t (sec)

P

Figure5.19 Propagation delay of CMOS inverter asa
function of the PMOS/NMOS transistor ratiob.

Therise/fall time of theinput signal

All the above expressions were derived under the assumption that the input signal to the
inverter abruptly changed from O toV, or vice-versa. Only one of the devicesis assumed
to be on during the (dis)charging process. In reality, the input signal changes gradually
and, temporarily, PMOS and NMOS transistors conduct simultaneously. This affects the
total current available for (dis)charging and impacts the propagation delay. Figure 5.20
plots the propagation delay of a minimum-size inverter as a function of the input signal
slope— as obtained from SPICE. It can be observed thd, increases (approximately) lin-
early with increasing input slope, once,> t(t=0).

While it is possible to derive an analytical expression describing the relationship
between input signal slope and propagation delay, the result tends to be complex and of
limited value. From a design perspective, it is more valuable to relate the impact of the
finite slope on the performance directly to its cause, which is the limited driving capability
of the preceding gate. If the latter would be infinitely strong, its output slope would be
zero, and the performance of the gate under examination would be unaffected. The major
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x 10"

5.4

(sec)

a 441

t

Figure5.20 t,asafunction of the
input signal slope (10-90% rise or
fall time) for minimum-size
inverter with fan-out of asingle
ls(sec) x 10 gate.

advantage of this approach is that it realizes that a gate is never designed in isolation, and
that its performance is both affected by the fanout, and the driving strength of the gate(s)
feeding into its inputs. This leads to a revised expression for the propagation delay of an
inverteri in achain of inverters [Hedenstierna87]:

ty = tyep + Nty (5.30)

Eq. (5.30) states that the propagation delay of inverteii equals the sum of the delay of the
same gate for a step input (istep) (i.e. zero input slope) augmented with a fraction of the
step-input delay of the preceding gateit1). The fraction h is an empirical constant. This
expression has the advantage of being very simple, yet it exposes all relationships neces-
sary for global delay computations of complex circuits.

Example 5.8 Delay of Inverter embedded in Network
Consider for instance the circuit of . All invertersin this example are assumed to be identical,
and to have an intrinsic propagation delayt,,. With the aid of Eq. (5.30) and Eqg. (5.25), we
can derive an expression for the delay of inverter.
ty = tyo(1+aN) +h tyo(1+aM)
= tp0(1+ h+a(N+hM))

(5.31)

with N and M the fanout factors of invertersi and i-1, respectively. Typical values for the
parametersa and h are around 1 and 0.25, respectively. Experiments have demonstrated that
the model of Eg. (5.31) forms a good approximation of the actual dependencies, although
some important deviations can be observed for small values oN and M.

Design Challenge

.
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DQ >c >o Figure5.21 Inverter (in shaded box) embedded in network
of identical inverters.M and N denote the fanout factors of

inverteri-1andi, respectively.

i-1 i i+1
It is advantageous to keep the signal rise times smaller than or equal to the gate propagation
delays. This proves to be true not only for performance, but also for power consumption con-
siderations as will be discussed later. Keeping the rise and fall times of the signals small and of
approximately equal values is one of the major challenges in high-performance design, and is
often called ‘slope engineering.

I=

Problem 5.5 Impact of input slope

Determine if reducing the supply voltage increases or decreases the influence of the input
signal slope on the propagation delay. Explain your answer.

Delay in the Presence of (Long) I nterconnect Wires

The interconnect wire has played a minimal rolein our analysis so far. When gates get far-
ther apart, the wire capacitance and resistance can no longer be ignored, and may even
dominate the transient response. Earlier delay expressions can be adjusted to accomodate
these extra contributions by employing the wire modeling techniques introduced in the
previous Chapter. The analysis detailed in Example 4.9 is directly applicable to the por-
blem at hand. Consider the circuit of Figure 5.22, where an inverter drives a single fanout
through awire of lengthL. The driver is represented by a single resistancdk,,, wich isthe
average between Ry, and Ry, C; and Cq,, account for the intrinsic capacitance of the
driver, and the input capacitance of the fanout gate, respectively.

Vout |E A (rWA ’CW;L) Vout |:
Clnl Cfan
:|T: 1 JT: Figure5.22 Inverter driving single fanout through wire of
— length L.

The propagation delay of the circuit can be obtained by applying the Ellmore delay
expression.
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—
1

0.69R,, C;,; + (0.69R, +0.38R,)C,, + 0.69(Ry + R,)Cyap
(5.32)

0.69Ry, (Cip + Cran) + 0.69(Ry; Cyy + Iy Cran) L + 0.381,C, L

The 0.38 factor accounts for the fact that the wire represents a distributed delay. Cw and

Rw stand for the total capacitance and resistance of the wire, respectively. The delay
expressions contains a component that is linear with the wire length, as well a quadratic
one. It isthe latter that causes the wire delay to rapidly become the dominant factor in the
delay budget for longer wires.

Example 5.9 Inverter delay in presence of interconnect

Consider the circuit of Figure 5.22, and assume the device parameters of Example 5.5C;; =
3fF, Cian = 3 fF, and Ry, = 0.5(13/1.5 + 31/4.5) = 7.8 kW. The wire isimplemented in metal 1
and has awidth of 0.4nm— the minimum allowed. Thisyields the following parameters,, =
92 aF/mm, and r,, = 0.19 W/imm (Example 4.4). With the aid of Eq. (5.32), we can compute at
what wire length the delay of the interconnect becomes equal to the intrinsic delay caused
purely by device parasitics. Solving the following quadratic equation yields a single useful
solution.

6.6~ 10°°L%+05" 10°2L = 3229° 1072
or
L = 65 nmm

Observe that the extra delay is solely due to the linear factor in the equation, and more specif-
ically due to the extra capacitance introduced by the wire. The quadratic factor (thisis, the
distributed wire delay) only becomes dominant at much larger wire lengths (> 7 cm). Thisis
due to the high resistance of the (minimum-size) driver transistors. A different balance
emerges when wider transistors are used. Analyze, for instance, the same problem with the
driver transistors 100 times wider, asis typical in high-speed, large fan-out drivers.

5.5 Power, Energy, and Energy-Delay

So far, we have seen that the static CMOS inverter with its almost ideal VTC— symmetri-
cal shape, full logic swing, and high noise margins— offers a superior robustness, which
simplifies the design process considerably and opens the door for design automation.

Another major attractor for static CMOS is the almost complete absence of power con-

sumption in steady-state operation mode. It is this combination of robustness and low
static power that has made static CMOS the technology of choice of most contemporary

digital designs. The power dissipation of a CMOS circuit is instead dominated by the
dynamic dissipation resulting from charging and discharging capacitances.
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55.1 Dynamic Power Consumption

Dynamic Dissipation due to Charging and Discharging Capacitances

Each time the capacitor C, gets charged through the PMOS transistor, its voltage rises
from O to V55, and a certain amount of energy is drawn from the power supply. Part of this
energy is dissipated in the PMOS device, while the remainder is stored on the load capac-
itor. During the high-to-low transition, this capacitor is discharged, and the stored energy
is dissipated in the NMOS transistor®

A precise measure for this energy consump- Voo
tion can be derived. Let us first consider the low-to-
high transition. We assume, initially, that the input
waveform has zero rise and fall times, or, in other 4 ivop
words, that the NMOS and PMOS devices are never
on simultaneously. Therefore, the equivalent circuit — o Vou
of Figure 5.23 is valid. The values of the energy
E\pp- taken from the supply during the transition, as = c
well as the energy E., stored on the capacitor at the
end of the transition, can be derived by integrating —
the instantaneous power over the period of interest. Figure5.23 Equivalent circuit
The corresponding waveforms of v, (t) and iypp(t) during the [ow-to-high transition.
are pictured in Figure 5.24.

¥ ¥ Voo
. dv <

Evop = OVDD(t)VDDdt = VDDG:L_d(;utdt = C Vpp Odvout = C \Vh (5.33)
0 0 0

¥ Voo

¥
. dv t hY

Ec= OVDD(t)Voutdt = GL_Vd(;u outdt = C QVourdVour =
0 0 0

CLVDZD

(5.34)

These results can also be derived by observing that during the low-to-high transi-
tion, C, isloaded with a chargeC, V. Providing this charge requires an energy from the
supply equal toC, Vpp? (= Q Vpp). The energy stored on the capacitor equal<C, Vpp /2.
This means that only half of the energy supplied by the power source is stored o, . The
other half has been dissipated by the PMOS transistor. Notice that this energy dissipation
is independent of the size (and hence the resistance) of the PMOS device! During the dis-
charge phase, the charge is removed from the capacitor, and its energy is dissipated in the
NMOS device. Once again, there is no dependence on the size of the device. In summary,
each switching cycle (consisting of an L® H and an H® L transition) takes a fixed amount
of energy, equal toC_ Vpp?. In order to compute the power consumption, we have to take

3 Observe that this model is a simplification of the actual circuit. In reality, the load capacitance consists
of multiple components some of which are located between the output node and GND, others between output
node and Vpp. The latter experience a charge-discharge cycle that is out of phase with the capacitances to GND,
i.e. they get charged whenV,, goes low and discharged whenV,, rises. While this distributes the energy deliv-
ery by the supply over the two phases, it does not impact the overall dissipation, and the results presented in this
section are still valid.
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|
Charge Discharge t Figure5.24 Output voltages and supply

current during (dis)charge of C, .

——— e ————>
into account how often the device is switched. If the gate is switchedn and off fyg 4 times
per second, the power consumption equals

2
Payn = C.Voofoe 1 (5.35)

fom 1 represents the frequency of energy-consuming transitions, this is ® 1transitions
for static CMOS.

Advances in technology result in ever-higher of values ofyg ; (as t, decreases). At

the same time, the total capacitance on the chip C,) increases as more and more gates are
placed on a single die. Consider for instance a 0.25mm CMOS chip with a clock rate of
500 Mhz and an average load capacitance of 15 fF/gate, assuming a fanout of 4. The
power consumption per gate for a 2.5 V supply then equals approximately 50\V. For a
design with 1 million gates and assuming that a transition occurs at every clock edge, this
would result in a power consumption of 50 W! This evaluation presents, fortunately, a
pessimistic perspective. In reality, not all gates in the complete IC switch at the full rate of
500 Mhz. The actual activity in the circuit is substantially lower.

Example 5.10 Capacitive power dissipation of inverter

The capacitive dissipation of the CMOS inverter of Example 5.4 is now easily computed. In
Table 5.2, the value of the load capacaitance was determined to equal 6 fF. For a supply volt-
age of 2.5V, the amount of energy needed to charge and discharge that capacitance equals

Egn = CLV5p = 37.5f)

Assume that the inverter is switched at the maximum possible rate (T = Uf =t ,, +
ton = 21ty). For at, of 32.5 psec (Example 5.5), we find that the dynamic power dissipation of
thecircuit is

Payn = Egpn £(2t;) = 580 nW

Of course, an inverter in an actual circuit is rarely switched at this maximum rate, and
even if done so, the output does not swing from rail-to-rail. The power dissipation will hence
be substantially lower. For arate of 4 GHzT = 250 psec), the dissipation reduces to 150mn\.
Thisis confirmed by simulations, which yield a power consumption of 155V.
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Computing the dissipation of a complex circuit is complicated by th&,, ; factor,
also called theswitching activity. While the switching activity is easily computed for an
inverter, it turns out to be far more complex in the case of higher-order gates and circuits.
One concern is that the switching activity of a network is a function of the nature and the
statistics of the input signals: If the input signals remain unchanged, no switching hap-
pens, and the dynamic power consumption is zero! On the other hand, rapidly changing
signals provoke plenty of switching and hence dissipation. Other factors influencing the
activity are the overall network topology and the function to be implemented. We can
accomodate this by another rewrite of the equation, or

2 2 2
Payn = C.Vopfoe 1 = CLVopPoe 1f = CereVopf (5.36)

where f now presents the maximum possible event rate of the inputs (which is often the
clock rate) and Pyg 41 the probability that a clock event resultsSn a0 ® 1 (or power-con-
suming) event at the output of the gate.Cerr = Pye 1C, is called theeffective capacitance
and representsthe average capacitance switched every clock cycle. For our example, an
activity factor of 10% (Pye ; = 0.1) reduces the average consumptionto 5 W.

Example 5.11 Switching activity

Consider the waveforms on the
right where the upper waveform
represents the idealized clock sig- Clock L

nal , and the botttom one shows
the signal at the output of the gate.
Power consuming transitions Output signal J
occur 2 out of 8 times, which is

equaivalent to a transition proba- Figure5.25 Clock and signal waverforms
bility of 0.25 (or 25%).

Low Energy/Power Design Techniques

With the increasing complexity of the digital integrated circuits, it is anticipated that the power
problem will only worsen in future technologies. This is one of the reasons that lower supply
voltages are becoming more and more attractiveReducing Vpp has a quadratic effect on
Pgyn- For instance, reducingVpp, from 2.5V to 1.25 V for our example drops the power dissipa-
tion from 5 W to 1.25 W. This assumes that the same clock rate can be sustained. Figure 5.17
demonstrates that this assumption is not that unrealistic as long as the supply voltage is sub-
stantially higher than the threshold voltage. An important performance penalty occurs once
Vpp approaches 2 V.

When a lower bound on the supply voltage is set by external constraints (as often hap-
pens in real-world designs), or when the performance degradation due to lowering the supply
voltage is intolerable, the only means of reducing the dissipation is by lowering the effective
capacitance. This can be achieved by addressing both of its components: the physical capaci-
tance and the switching activity.

A reduction in the switching activity can only be accomplished at the logic and architec-
tural abstraction levels, and will be discussed in more detail in later Chapters.owering the
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physical capacitance is an overall worthwhile goal, which aso helps to improve the perfor-
mance of the circuit. As most of the capacitance in a combinational logic circuit is due to tran-
sistor capacitances (gate and diffusion), it makes sense to keep those contributions to a
minimum when designing for low power. This means that transistors should be kept toninimal
size whenever possible or reasonable. This definitely affects the performance of the circuit, but
the effect can be offset by using logic or architectural speed-up techniques. The only instances
where transistors should be sized up is when the load capacitance is dominated by extrinsic
capacitances (such as fan-out or wiring capacitance). Thisis contrary to common design prac-
tices used in cell libraries, where transistors are generally made large to accommodate a range
of loading and performance requirements.

The above observations lead to an interesting design challenge. Assume we have to min-
imize the energy dissipation of acircuit with a specified lower-bound on the performance. The
obvious approach is to lower the supply voltage as much as possible, and to compensate the
loss in performance by increasing the transistor sizes. Y et, the latter causes the capacitance to
increase. It may be foreseen that at a low enough supply voltage, the latter factor may start to
dominate and cause energy to increase with a further drop in the supply voltage.

To analyze the transistor-sizing for minimum energy problem, let us analyze the simple
case of a static CMOS inverter driving aload capacitance consisting of an intrinsi€(,) and
an extrinsic component (C,,,) (Figure 5.26a). While the former represents the diffusion capaci-
tances, the latter stands for wiring capacitance and fan-out. It is assumed that the ratio between
PMOS and NMOS transistors is constant. The factorS stands for the inverter sizing factor
where Sis egqual to 1 for an inverter constructed of minimum-size devices. We can see that the
intrinsic capacitance of the scaled device is proportional t& (or C,(scaled) = SC,,). Figure
5.26b plots the normalized energy (per transition) as a function of the scaling factds with the
ratio between the extrinsic and intrinsic capacitance as a parametera = C,, /C,,,.. The speed of
all implementations is kept constant by appropriately adjusting the supply voltage: larger val-
ues of Snormally mean lower values of the supply voltage.

5 T T T T T T T

w

a=0

Normalized Energy
N

:I: CL=Ce+ Ciy

a=2 @3

a=1 E—

i

0

1 1.5 2 25 3 3.5 4 45 5
Scaling Factor S

@ (b)

Figure5.26 Normalized energy of aMOS inverter with load capacitanc€, , as afunction of the inverter
size Sand the ratio between the extrinsic and intrinsic capacitanca (= C,,/C;,,). (assuming a reference
supply voltage of 2.5 V).
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When a = 0 (or the load capacitance is zero), the lowest energy consumption is obtained
when using minimum-size devices. Only when the extrinsic capacitances dominatea( 3 1)
does it make sense to widen the devices. This result should come as no surprise: transistor siz-
ing to increase performance— and reduce the energy by lowering the supply voltage— only
makes sense as long as performance is dominated by the extrinsic capacitance. Once the intrin-
sic capacitance becomes the primary factor, further increases in the device sizes only raise the
energy consumption while no longer lowering the propagation delay. For example, a sizing
factor Sof 3.75 minimizes the energy for aload ofa = 5. The energy-reduction— with a factor
of 4 with respect to the circuit instance with minimum-size devices— requires that the supply
voltage be reduced to 1.03 V.

I=

Example 5.12 Transistor Sizing for Inverter

We derive a simplified expression for the normalized energy of the inverter of Figure 5.26 as
afunction of Sand a. The energy is normalized with respect to the case forS= 1, which is
called thereference.

An expression for the propagation delay of the gate was already derived in Eq. (5.24),
and is repeated here for convenience.

+ Regpy 0
t, = 0.69(S+ a)Cimg&*nzTeq%: gq+a75%tp°

to, stands for the intrinsic delay of the gate at the reference voltag¥pp. Its dependence upon
Vpp is approximated by the following expression, derived from Eqg. (5.21).

to~ Vbb _ 1
0
P Vpp—Vre  1-Vie@Vpp

(5.37)

with Vqg = V1 + Vpear/2 (assume a value averaged over NMOS and PMOS).
Keeping the propagation delay of the scaled inverter constant with respect to the refer-
ence case means lowering the supply voltage:

Visp - S(1+a)
Ve a(S-1) +(S+a)(Vye MVpp)

where V¢,; and Vpp are the supply voltages of the scaled and reference inverters, respec-
tively. The (normalized) dissipated energy of the scaled inverter is now derived:

E¢ _ (S+a)Cin(Vi§p)® _ (S+a)S(1+a)
2 2
Eret  (1+a)Cin(Vop)®  (a(S—1)(Vpp Vre) + (S+a))
The charts for Vpp = 2.5V and V1 = 0.75 V are plotted in Figure 5.26. Observe that
for S>> a, the dissipation increases linearly withS The reader should further be aware that

the presented model is somewhat optimistic, as it ignores the extra energy dissipation related
to the increased gate capacitance of the driving transistors.
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Dissipation Dueto Direct-Path Currents

In actual designs, the assumption of the zero rise and fall times of the input wave formsis
not correct. The finite slope of the input signal causes a direct current path betweelVp,
and GND for a short period of time during switching, while the NMOS and the PMOS
transistors are conducting simultaneously. This is illustrated in Figure 5.27. Under the
(reasonable) assumption that the resulting current spikes can be approximated as triangles
and that the inverter is symmetrical in itsrising and falling responsesve can compute the
energy consumed per switching period,

t t
- klsc | k'sc _
Edp - VDD peaz = VDD peaz == tchDDIpeak (5-38)
as well as the average power consumption
2
Pdp = tchDDIpeak f= CchDDf (5-39)
VDD
T Vop—Vr

s m o A\

Figure5.27 Short-circuit currents during transients.

The direct-path power dissipation is proportional to the switching activity, similar to the
capacitive power dissipationt,. represents the time both devices are conducting. For alin-
ear input slope, this time is reasonably well approximated by Eg. (5.40) wherg, repre-
sents the 0-100% transition time.

= Voo = 2VT€ » Vop —2Vr, by (5.40)

| peak 1S determined by the saturation current of the devices and is hence directly pro-
portional to the sizes of the transistors. The peak current is als@ strong function of the
ratio between input and output slopes Thisrelationship is best illustrated by the follow-
ing simple analyis: Consider a static CMOS inverter with a® 1 transition at the input.
Assume first that the load capacitance is very large, so that the output fall time is signifi
cantly larger than the input rise time (Figure 5.28a). Under those circumstances, the input
moves through the transient region before the output starts to change. As the source-drain
voltage of the PMOS device is approximately O during that period, the device shuts off
without ever delivering any current. The short-circuit current is close to zero in this case.

%ﬁ

-t

'\

\

N2



é chapter5.fm Page 180 Monday, September 6, 1999 11:41 AM

A

180

THE CMOS INVERTER Chapter 5

oo Jroste
/s []-\ s e

(a) Large capacitive load (b) Small capacitive load
Figure5.28 Impact of load capacitance on short-circuit current.

Consider now the reverse case, where the output capacitance is very small, and the output
fall time is substantially smaller than the input rise time (Figure 5.28b). The drain-source
voltage of the PMOS device equal sVpp for most of the transition period, guaranteeing the
maximal short-circuit current (equal to the saturation current of the PMOS). This clearly
represents the worst-case condition. The conclusions of the above analysis are confirmed
in Figure 5.29, which plots the short-circuit current through the NMOS transistor during a
low-to-high transition as a function of the load capacitance.

x10°
5

2.

lee (A)

Figure5.29 CMOS inverter short-circuit current
through NMOS transistor as a function of the load
capacitance (for afixed input slope of 500 psec).

-0.5
0 2 4 6

time (sec) -10
This analysis leads to the conclusion that the short-circuit dissipation is minimized
by making the output rise/fall time larger than the input rise/fall time. On the other hand,
making the output rise/fall time too large slows down the circuit and can cause short-cir-
cuit currents in the fan-out gates. This presents a perfect example of how local optimiza-
tion and forgetting the global picture can lead to an inferior solution.

Design Techniques

A more practical rule, which optimizes the power consumption in a global way, can be formu-
lated (Veendrick84]):
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The power dissipation due to short-circuit currentsis minimized by matching the rise/fall
times of the input and output signals. At the overall circuit level, this means that rise/fall
times of all signals should be kept constant within a range.

Making the input and output rise times of a gate identical is not the optimum solution for
that particular gate on its own, but keeps the overall short-circuit current within bounds. Thisis
shown in Figure 5.30, which plots the short-circuit energy dissipation of an inverter (normal-

8 T T T T

WIL, = 1.125 um/0.25 pm

WIL]y = 0.375 pm/0.25 um
6 Vop=33V | C_=30fF

Figure5.30 Power dissipation of astatic CMOS
inverter as afunction of the ratio between input
and output rise/fall times. The power is

Vpp= 15V 1 normalized with respect to zero input rise-time

0 . . . . dissipation. At low values of the slope ratio, input-
0 1 2 8 4 5 output coupling leads to some extra dissipation.

t It
sin sout

ized with respect to the zero-input rise time dissipation) as a function of the ratio between
input and output rise/fall times. When the load capacitance istoo small for agiven inverter size
(r > 2v43 for Vpp = 5 V), the power is dominated by the short-circuit current. For very large
capacitance values, all power dissipation is devoted to charging and discharging the load
capacitance. When the rise/fall times of inputs and outputs are equalized, most power dissipa-
tion is associated with the dynamic power and only a minor fraction (< 10%) is devoted to
short-circuit currents.

Observe also that the impact of short-circuit current is reduced when we lower the
supply voltage, as is apparent from Eg. (5.40). In the extreme case, whenVpp < Vy, + NVq,
short-circuit dissipation is completely eliminated, because both devices are never on
simultaneously. With threshold voltages scaling at a slower rate than the supply voltage, short-
circuit power dissipation is becoming of alesser importance in deep-submicron technologies.
At a supply voltage of 2.5V and thresholds around 0.5 V, an input/output slope ratio of 2 is
needed to cause a 10% degradation in dissipation.

I=

Finally, its is worth observing that the short-circuit power dissipation can be mod-
eled by adding a load capacitanceCg; = tyl e/ Vpp in parallel withC,, as is apparent in
Eq. (5.39). The value of this short-circuit capacitance is a function ofVp, the transistor
sizes, and the input-output slope ratio.
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552  Static Consumption

The static (or steady-state) power dissipation of a circuit is is expressed by Eq. (5.41),
where |, is the current that flows between the supply rails in the absence of switching
activity

Psat = lstatVop (5.41)

Ideally, the static current of the CMOS inverter is equal to zero, as the PMOS and
NMOS devices are never on simultaneously in steady-state operation. There is, unfortu-
nately, aleakage current flowing through the reverse-biased diode junctions of the transis-
tors, located between the source or drain and the substrate as shown in Figure 5.31. This
contribution is, in general, very small and can be ignored. For the device sizes under con-
sideration, the leakage current per unit drain area typically ranges between 10-100
pA/nm? at room temperature. For adie with 1 million gates, each with a drain area of 0.5
mm? and operated at a supply voltage of 2.5 V, the worst-case power consumption due to
diode leakage equals 0.125 mW, which is clearly not much of an issue.

VDD
| VDD
| : : o Vou = Voo
J__ § Drain Leakage
B | l LV Current

Subthreshold current Figure5.31 Sources of leakage currentsin
CMOS inverter (for V;, = 0 V).

However, be aware that the junction leakage currents are caused by thermally gener-
ated carriers. Their value increases with increasing junction temperature, and this occurs
in an exponential fashion. At 85C (a common junction temperature limit for commercial
hardware), the leakage currents increase by afactor of 60 over their room-temperature val-
ues. Keeping the overall operation temperature of acircuit low is consequently a desirable
goal. Asthe temperature is a strong function of the dissipated heat and its removal mecha-
nisms, this can only be accomplished by limiting the power dissipation of the circuit
and/or by using chip packages that support efficient heat removal.

An emerging source of leakage current is the subthreshold current of the transistors.
As discussed in Chapter 3, an MOS transistor can experience a drain-source current, even
when Vg is smaller than the threshold voltage (Figure 5.32). The closer the threshold
voltage is to zero volts, the larger the leakage current &t/ = 0 V and the larger the static
power consumption. To offset this effect, the threshold voltage of the device has generally
been kept high enough. Standard processes featureV values that are never smaller than
0.5-0.6V and that in some cases are even substantially higher (~ 0.75V).

This approach is being challenged by the reduction in supply voltages that typically
goes with deep-submicron technology scaling as became apparent in Figure 3.40. We con-
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cluded earlier (Figure 5.17) that scaling the supply voltages while keeping the threshold
voltage constant results in an important loss in performance, especially wherVy

approaches 2 V. One approach to address this performance issue is to scale the device
thresholds down as well. This moves the curve of Figure 5.17 to the left, which means that
the performance penalty for lowering the supply voltage is reduced. Unfortunately, the
threshold voltages are lower-bounded by the amount of allowable subthreshold |eakage
current, as demonstrated in Figure 5.32. The choice of the threshold voltage hence repre-
sents a trade-off between performance and static power dissipation. The continued scaling
of the supply voltage predicted for the next generations of CM OS technologies will how-
ever force the threshold voltages ever downwards, and will make subthreshold conduction
a dominant source of power dissipation. Process technologies that contain devices with

A

Figure 5.32 Decreasing the threshold

increases the subthreshold current atVg =
V=02 V;=06 Y/ 0
GS .

sharper turn-off characteristic will therefore become more attractive. An example of the
latter is the SOI (Silicon-on-Insulator) technology whose M OS transistors have slope-fac-
tors that are close to the ideal 60 mV/decade.

Example 5.13 Impact of threshold reduction on performance and static power dissipation

Consider a minimum size NMOS transistor in the 0.25nm CMOS technology. In Chapter 3,
we derived that the slope factor S for this device equals 90 mV/decade. The off-current (at
Vs = 0) of the transistor for aV; of approximately 0.5V equals 101'A (Figure 3.22). Reduc-
ing the threshold with 200 mV to 0.3 V multiplies the off-current of the transistors with a fac-
tor of 170! Assuming a million gate design with a supply voltage of 1.5V, this translates into
astatic power dissipation of 16 170" 10" 1.5 = 2.6 mW. A further reduction of the thresh-
old to 100 mV results in an unacceptable dissipation of almost 0.5 W! At that supply voltage,
the threshold reductions correspond to a performance improvement of 25% and 40%, respec-
tively.

Thislower bound on the thresholds isin some sense artificial. The ideathat the |eak-
age current in a static CMOS circuit has to be zero is a preconception. Certainly, the pres-
ence of leakage currents degrades the noise margins, because the logic levels are no longer
equal to the supply rails. As long as the noise margins are within range, this is not a com-
pelling issue. The leakage currents, of course, cause an increase in static power dissipa-
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tion. Thisis offset by the drop in supply voltage, that is enabled by the reduced thresholds
at no cost in performance, and results in a quadratic reduction in dynamic power. For a
0.25 mm CMOS process, the following circuit configurations obtain the same perfor-
mance: 3 V supply-0.7 V V; and 0.45 V supply-0.1 V V. The dynamic power consump-
tion of the latter is, however, 45 times smaller [Liu93]! Choosing the correct values of
supply and threshold voltages once again requires a trade-off. The optimal operation point
depends upon the activity of the circuit. In the presence of a sizable static power dissipa-
tion, it is essential that non-active modul es argpowered down, lest static power dissipation
would become dominant. Power-down (also calledstandby) can be accomplished by dis-
connecting the unit from the supply rails, or by lowering the supply voltage.

55.3 Putting It All Together

The total power consumption of the CMOS inverter is now expressed as the sum of its
three components:

Ptot = den + Pdp + Pstat = (CLVI%D + VDDIpeakts)f0® 1 + VDDIIeak (5-42)

In typical CMOS circuits, the capacitive dissipation is by far the dominant factor. The
direct-path consumption can be kept within bounds by careful design, and should hence
not be an issue. Leakage is ignorable at present, but this might change in the not too dis-
tant future.

The Power-Delay Product, or Energy per Operation

In Chapter 1, we introduced the power-delay product (PDP) as a quality measure for a
logic gate.

PDP = Put, (5.43)

The PDP presents a measure of energy, as is apparent from the units (Wsec = Joule).
Assuming that the gate is switched at its maximum possible rate of ., = 1/(2t;), and
ignoring the contributions of the static and direct-path currents to the power consumption,
we find

2
5 C\V
PDP = C Vppfmaty = %

The PDP stands for the average energy consumed per switching event (this is, for a
0® 1, or a 1® O transition). Remember that earlier we had definedE,, as the average
energy per switching cycle (or per energy-consuming event). As each inverter cycle con-
tainsa0® 1, and a 1® O transition, E,, hence is twice the PDP.

(5.44)

Ener gy-Delay Product

The validity of the PDP as a quality metric for a process technology or gate topology is
guestionable. It measures the energy needed to switch the gate, which is an important
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property for sure. Yet for a given structure, this number can be made arbitrarily low by
reducing the supply voltage. From this perspective, the optimum voltage to run the circuit
at would be the lowest possible value that still ensures functionality. This comes at the
major expense in performance, at discussed earlier. A more relevant metric should com-
bine a measure of performance and energy. The energy-delay product (EDP) does exactly

that.
C V2
— - — 2 _ L YDD
EDP = PDP” t,= Pty = =08 (5.45)

It is worth analyzing the voltage dependence of the EDP. Higher supply voltages reduce
delay, but harm the energy, and the opposite is true for low voltages. An optimum opera-
tion point should hence exist. Assuming that NMOS and PM OS transistors have compari-
ble threshold and saturation voltages, we can simplify the propagation delay expression

Eqg. (5.21).
aC Vv,
tp» — L DD (5.46)
VDD - VTe
where Vi, = Vi + Vpear/2, and a technology parameter. Combining Eqg. (5.45) and Eq.
(5.46), 4
2\,3
CV
EDP = _3%Vop (5.47)
2(VDD - VTE)

The optimum supply voltage can be obtained by taking the derivative of Eq. (5.47) with
respect to Vpp, and equating the result to O.

3
Vobopt = EVTE (5.48)

The remarkable outcome from this analysis is the low value of the supply voltage
that simultaneously optimizes performance and energy. For sub-micron technologies with
thresholds in the range of 0.5 V, the optimum supply is situated around 1 V.

Example 5.14 Optimum supply voltage for 0.25nmm CM OS inverter

From the technology parameters for our generic CMOS process presented in Chapter 3, the
value of V¢ can be derived.

V5, = 043V, Vg = 0.63V, Vg, = 0.74 V.
Vip = -04V, Vg = -1V, Vyg, =09 V.
Ve » (VrentVig)/2 = 08V

Hence, Vppgy = (3/2) © 0.8V = 1.2 V. The simulated graphs of Figure 5.33, plotting normal-
ized delay, energy, and energy-delay product, confirm this result. The optimum supply volt-

4 This equation is only accurate as long as the devices remain in velocity saturation, which is probably
not the case for the lower supply voltages. This introduces some inaccurarcy in the analysis, but will not distort
the overall result.
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age is predicted to equal 1.1 V. The charts clearly illustrate the trade-off between delay and

energy.
15,
Energy-Delay
'glO—
g Energy
5
g 5
w
Figure5.33 Normalized delay, energy,
| — and energy-delay plotsfor CMOS inverter in
0 . . : 0.25 mm CMOS technology.
0.5 1 15 2 25
VDD(V)
I

WARNING: While the above example demonstrates that there exists a supply voltage
that minimizes the energy-delay product of a gate, this voltage does not necessarily repre-
sent the optimum voltage for a given design problem. For instance, some designs require a
minimum performance, which requires a higher voltage at the expense of energy. Simi-
larly, a lower-energy design is possible by operating by circuit at a lower voltage and by
obtaining the overall system performance through the use of architectural techniques such
as pipelining or concurrency.

55.4  Analyzing Power Consumption Using SPICE

A definition of the average power consumption of acircuit was provided in Chapter 1, and
is repeated here for the sake of convenience.

T

]
P, = _ll_d)(t)dt = V_lD_—DGDD(t)dt (5.49)
0 0

with T the period of interest, andVpp and i the supply voltage and current, respectively.
Some implementations of SPICE provide built-in functions to measure the average value
of acircuit signal. For instance, the HSPICE.MEASURE TRAN [(VDD) AVG command
computes the area under a computed transient response [(VDD)) and divides it by the
period of interest. Thisisidentical to the definition given in Eq. (5.49). Other implementa-
tions of SPICE are, unfortunately, not as extensive. Thisis not as bad as it seems, as long
as one realizes that SPICE is actually a differential equation solver. A small circuit can
easily be conceived that acts as an integrator and whose output signal is nothing but the
average power.
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Consider, for instance, the circuit of Figure 5.34. The current delivered by the power
supply is measured by the current-controlled current source and integrated on the capaci-
tor C. Theresistance R is only provided for DC-convergence reasons and should be cho-
sen as high as possible to minimize leakage. A clever choice of the element parameter
ensures that the output voltageP,, equals the average power consumption. The operation
of the circuit is summarized in Eq. (5.50) under the assumption that the initial voltage on
the capacitor C is zero.

dP
Co™ = kinp

or (5.50)
.

K «
Pav = EODDdt
0

Equating Eq. (5.49) and Eq. (5.50) yields the necessary conditions for the equivalent
circuit parameters:k/C = Vpp/T. Under these circumstances, the equivalent circuit shown
presents a convenient means of tracking the average power in adigital circuit.

Vop P
1

) Circuit Ki —
oD under test bo

Figure5.34 Equivalent circuit to measure average power in SPICE.

Example 5.15 Average Power of Inverter

The average power consumption of the inverter of Example 5.4 is analyzed using the above
technique for a toggle period of 250 psec T = 250 psec, k=1, Vp, = 2.5V, hence C = 100
pF). The resulting power consumption is plotted in Figure 5.35, showing an average power
consumption of approximately 157.3mWV. The .MEAS AVG command yields a value of
160.32 MWV, which demonstrates the approximate equivalence of both methods. These num-
beres are equivalent to an energy of 39 fJ (which is close to the 37.5 fJ derived irfExample
5.10). Observe the slightly negative dip during the high-to-low transition. This is due to the
injection of current into the supply, when the output briefly overshoot¥ as aresult of the
capacitive coupling between input and output (asis apparent from in the transient response of
Figure 5.16).
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L8* 10"
Average Power
1.6
(over one cycle)
1.4
1.2
Vi,: 0® 1
S
% 0.81
0.6
0.4
0.2
0 . . . , Figure5.35 Deriving the power
0 03 ! 15 2 25 consumption using SPICE.

t (sec) -10

5.6 Perspective: Technology Scaling and its Impact on the Inverter
Metrics

In section 3.5, we have explored the impact of the scaling of technology on the some of
the important design parameters such as area, delay, and power. For the sake of clarity, we
repeat here some of the most important entries in the resulting scaling table (Table 3.8).

Table5.3 Scaling scenarios for short-channel devices$and U represent the technology and voltage
scaling parameters, respectively).

Parameter Relation Full Scaling General Scaling | Fixed-Voltage Scaling
Area/Device WL s us us
Intrinsic Delay RonCoate s s 1/s
Intrinsic Energy CoaeV s su? Us
Intrinsic Power Energy/Delay s yu? 1
Power Density P/Area 1 F/u? 53
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gate delay (ns)

To validity of these theoretical projections can
be verified by looking back and observing the
trends during the past decades. From , we can
derive that the gate delay indeed decreases
exponentially at arate of 13%/year, or halving
every five years. This rate is on course with
the prediction of Table 5.3, sinceS averages

approximately 1.15 as we had already

observed in Figure 3.39. The delay of a 2-
input NAND gate with a fanout of four has
gone from tens of nanoseconds in the 1960s to
a tenth of a nanosecond in the year 2000, and
is projected to be afew tens of picoseconds by
2010.

Reducing power dissipation has only been a second-order priority until recently.
Hence, statistics on dissipation-per-gate or design are only marginally available. An inter-
esting chart is shown in Figure 5.37, which plots the power density measured over alarge
number of designs produced between 1980 and 1995. Although the variation is
large— even for afixed technology— it shows the power density to increase approximately
with S This is in correspondence with the fixed-voltage scaling scenario presented in
Table 5.3. For more recent years, we expect a scenario more in line with the the full-scal -
ing model— which predicts a constant power density— due to the accelerated supply-volt-
age scaling and the increased attention to power-reducing design techniques. Even under
these circumstances, power dissipation-per-chip will continue to increase due to the ever-
larger die sizes.

2
10 N " .
1960 1970 1980 1990 2000 2010

Figure5.36 Scaling of the gate delay (from
[Dally9s]).
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The presented scaling model has one fatal flaw however: the performance and
power predictions produce purely “intrinsic’ numbers that take only device parameters
into account. In Chapter 4, it was concluded that the interconnect wires exhibit a different
scaling behavior, and that wire parasitics may come to dominate the overall performance.
Similarly, charging and discharging the wire capacitances may dominate the energy bud-
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get. To get a crisper perspective, one has to construct a combined model that considers
device and wire scaling models simultaneously. The impact of the wire capacitance and its
scaling behavior is summarized in Table 5.4. We adopt the fixed-resistance model intro-
duced in Chapter 4. We furthermore assume that the resistance of the driver dominates the

wire resistance, which is definitely the case for short to medium-long wires.

Table5.4 Scaling scenarios for wire capacitanceSand U represent the technology and voltage scaling
parameters, respectively, whileS stands for the wire-length scaling factor &, represents the impact of fringing
and interwire capacitances.

Parameter Relation General Scaling

Wire Capacitance WL/t

e/s
e/s
e/S U
eSS

eSS

Wire Delay RonCint

C

n

Wire Energy V2

Wire Delay / Intrinsic Delay

Wire Energy / Intrinsic Energy

The model predicts that the interconnect-caused delay (and energy) gain in impor-
tance with the scaling of technology. Thisimpact is limited to an increase witg. for short
wires (S= §)), but it becomes increasingly more outspoken for medium-range and long
wires (§ < S). These conclusions have been confirmed by a number of studies, an exam-
ple of which is shown in Figure 5.38. How the ratio of wire over intrinsic contributions

Doday (o)
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250 80 A w Figure5.38 Evolution of wire delay / gate delay ratio

Tathrslogy Min. Fratun [rm) with respect to technology (from [Fisher98]).

will actually evolve is debatable, as it depends upon a wide range of independent parame-
ters such as system architecture, design methodology, transistor sizing, and interconnect
materials. The doomday scenario that interconnect may cause CMOS performance to sat-
urate in the very near future hence may be exagerated. Yet, it is clear to that increased
attention to interconnect is an absolute necessity, and may change the way the next-gener-
ation circuits are designed and optimized (e.g. Sylvester99]).
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5.7 Summary

This chapter presented arigourous and in-depth analysis of the static CMOS inverter. The
key characteristics of the gate are summarized:

The static CMOS inverter combines a pull-up PMOS section with a pull-down
NMOS device. The PMOS is normally made wider than the NMOS due to its infe-
rior current-driving capabilities.

The gate has an almost ideal voltage-transfer characteristic. The logic swing is equal
to the supply voltage and is not a function of the transistor sizes. The noise margins
of a symmetrical inverter (where PMOS and NMOS transistor have equal current-

driving strength) approachVpp/2. The steady-state response is not affected by fan-

out.

Its propagation delay is dominated by the time it takes to charge or discharge the
load capacitorC, . To afirst order, it can be approximated as

+ Roges
t, = 069C, &’ Reay

eqn
e 2 o

Keeping the load capacitance small is the most effective means of implementing
high-performance circuits. Transistor sizing may help to improve performance as
long as the delay is dominated by the extrinsic (or load) capacitance of fanout and
wiring.

The power dissipation is dominated by the dynamic power consumed in charging
and discharging the load capacitor. It is given byPyg ; C, Vpp. The dissipation is
proportional to the activity in the network The dissipation due to the direct-path
currents occuring during switching can be limited by careful tailoring of the signal
slopes. The static dissipation can usually be ignored but might become a major fac-
tor in the future as a result of subthreshold currents.

Scaling the technology is an effective means of reducing the area, propagation delay
and power consumption of a gate. The impact is even more striking if the supply
voltage is scaled simultaneously.

The interconnect component is gradually taking a larger fraction of the delay and
performance budget.

5.8 ToProbeFurther

The operation of the CMOS inverter has been the topic of numerous publications and text-

books. Virtually every book on digital design devotes a substantial number of pagesto the
analysis of the basic inverter gate. An extensive list of references was presented in Chapter
1. Some references of particular interest that were explicitly quoted in this chapter are
given below.
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5.9 Exercisesand Design Problems

For all problems, use the device parameters provided in ChapteB (as well as the inside back cover),
unless otherwise mentioned.

1. [M, SPICE, 3.3.2] The layout of a static CMOS inverter is given in Figure 5.39. (1 = 0.6
pum).
a. Determine the sizes of the NMOS and PMOS transistor.
b. Derivethe VTC and its parameters ¥y, Vor, Vs Vigs @nd V).

c. Isthe VTC affected when the output of the gates is connected to the inputs of 4 similar
gates?
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Introduction

Theinverter istruly the nucleus of al digital designs. Once its operation and properties are
clearly understood, designing more intricate structures such as NAND gates, adders, mul-
tipliers, and microprocessors is greatly simplified. The electrical behavior of these com-
plex circuits can be ailmost completely derived by extrapolating the results obtained for
inverters. The analysis of inverters can be extended to explain the behavior of more com-
plex gates such as NAND, NOR, or XOR, which in turn form the building blocks for mod-
ules such as multipliers and processors.

In this chapter, we focus on one single incarnation of the inverter gate, being the
static CMOS inverter — or the CMOS inverter, in short. Thisis certainly the most popular
at present, and therefore deserves our specia attention. We analyze the gate with respect
to the different design metrics that were outlined in Chapter 1:

» cost, expressed by the complexity and area

* integrity and robustness, expressed by the static (or steady-state) behavior
» performance, determined by the dynamic (or transient) response

» energy efficiency, set by the energy and power consumption

From this analysis arises amodel of the gate that will help usto identify the parame-
ters of the gate and to choose their values so that the resulting design meets desired speci-
fications. While each of these parameters can be easily quantified for a given technology,
we also discuss how they are affected by scaling of the technology.

While this Chapter focuses uniquely on the CMOS inverter, we will see in the fol-
lowing Chapter that the same methodology also applies to other gate topologies.

5.2 The Static CMOS Inverter — An Intuitive Perspective

Figure 5.1 shows the circuit diagram of a static CMOS inverter. Its operation is readily
understood with the aid of the simple switch model of the MOS transistor, introduced in
Chapter 3 (Figure 3.25): the transistor is nothing more than a switch with an infinite off-
resistance (for [Vgg < [V4l), and afinite on-resistance (for [Vgg > |V4]). This leads to the

——] CL
Figure5.1 Static CMOS inverter. Vpp stands for the
supply voltage.
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following interpretation of the inverter. When V,, is high and equal to Vpp, the NMOS
transistor is on, while the PMOS is off. Thisyields the equivalent circuit of Figure 5.2a. A
direct path exists between V,; and the ground node, resulting in a steady-state value of 0
V. On the other hand, when the input voltage is low (0 V), NMOS and PMOS transistors
are off and on, respectively. The equivalent circuit of Figure 5.2b shows that a path exists
between Vpp and V,,, yielding a high output voltage. The gate clearly functions as an

inverter.
% om i
VDD =0
Figure5.2 Switch models of CMOS
(a) Model for high input (b) Model for low input inverter.

A number of other important properties of static CMOS can be derived from this switch-
level view:

» The high and low output levels equal Vpp and GND, respectively; in other words,
the voltage swing is equal to the supply voltage. This resultsin high noise margins.

e Thelogic levels are not dependent upon the relative device sizes, so that the transis-
tors can be minimum size. Gates with this property are called ratioless. Thisisin
contrast with ratioed logic, where logic levels are determined by the relative dimen-
sions of the composing transistors.

» In steady state, there always exists a path with finite resistance between the output
and either V55 or GND. A well-designed CMOS inverter, therefore, has a low out-
put impedance, which makes it less sensitive to noise and disturbances. Typical val-
ues of the output resistance are in kW range.

e Theinput resistance of the CMOS inverter is extremely high, asthe gate of an MOS
transistor is a virtually perfect insulator and draws no dc input current. Since the
input node of the inverter only connects to transistor gates, the steady-state input
current is nearly zero. A single inverter can theoretically drive an infinite number of
gates (or have an infinite fan-out) and still be functionally operational; however,
increasing the fan-out also increases the propagation delay, as will become clear
below. So, athough fan-out does not have any effect on the steady-state behavior, it
degrades the transient response.

.
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» Nodirect path exists between the supply and ground rails under steady-state operat-
ing conditions (thisis, when the input and outputs remain constant). The absence of
current flow (ignoring leakage currents) means that the gate does not consume any
static power.

|
SIDELINE: The above observation, while seemingly obvious, is of crucial importance,
and is one of the primary reasons CMOS isthe digital technology of choice at present. The
situation was very different in the 1970s and early 1980s. All early microprocessors, such
as the Intel 4004, were implemented in a pure NMOS technology. The lack of comple-
mentary devices (such as the NMOS and PMOS transistor) in such a technology makes
the realization of inverters with zero static power non-trivial. The resulting static power
consumption puts a firm upper bound on the number of gates that can be integrated on a
single die; hence the forced move to CMOS in the 1980s, when scaling of the technology
allowed for higher integration densities.

The nature and the form of the voltage-transfer characteristic (V TC) can be graphi-
cally deduced by superimposing the current characteristics of the NMOS and the PMOS
devices. Such a graphical construction is traditionally called a load-line plot. It requires
that the I-V curves of the NMOS and PM OS devices are transformed onto a common coor-
dinate set. We have selected the input voltage V,,,, the output voltage V,; and the NMOS
drain current 15 as the variables of choice. The PMOS |-V relations can be trand ated into
this variable space by the following relations (the subscripts n and p denote the NMOS
and PMOS devices, respectively):

Ipsp = —lbsn
Vesn = Vin 3 Vaesp = Vin—Vop (5.1)
Vosn = Vour i Vbsp = Vour— Voo

The load-line curves of the PMOS device are abtained by a mirroring around the x-
axis and a horizontal shift over V. This procedure is outlined in Figure 5.3, where the
subsequent steps to adjust the original PMOS 1-V curves to the common coordinate set V;,,,
Vg and |5, areillustrated.

Iop Ion Ion

A Vi = 0 A Avin =0
V,, =15 V, =15
VDS) VDQ) Vout
- — —
Vgg,=—2.5
C® Vin = VDD + VGSP Vout = VDD + VDSp
pn = Dp

Figure5.3 Transforming PMOS |-V characteristic to acommon coordinate set
(assuming VDD = 2.5V).

.

4~ 4




é chapter5.fm Page 180 Friday, January 18, 2002 9:01 AM é

180 THE CMOS INVERTER Chapter 5

V,

out

Figure5.4 Load curvesfor NMOS and PMOS transistors of the static CMOS inverter (Vpp = 2.5 V). The dots
represent the dc operation points for various input voltages.

The resulting load lines are plotted in Figure 5.4. For a dc operating points to be
valid, the currents through the NMOS and PMOS devices must be equal. Graphically, this
means that the dc points must be located at the intersection of corresponding load lines. A
number of those points (for V;, = 0, 0.5, 1, 1.5, 2, and 2.5 V) are marked on the graph. As
can be observed, all operating points are located either at the high or low output levels.
The VTC of the inverter hence exhibits a very narrow transition zone. This results from
the high gain during the switching transient, when both NMOS and PMOS are simulta-
neously on, and in saturation. In that operation region, a small change in the input voltage
resultsin alarge output variation. All these observations translate into the VTC of Figure

55.
V,
ot A NMOS off
PMOS res
L
o NMOSsat  ~
PMOSres , ’
~ /
9 NMOS sat
— PMOS sat
—
) NMOS res Figure55 VTC of static CMOS inverter,
&r PMOSsat  NMOSres derived from Figure 5.4 (Vpp, = 2.5 V). For each
PMOS off ; ; ;
. operation region, the modes of the transistorsare

L L annotated — off, res(istive), or sat(urated).

Before going into the analytical details of the operation of the CMOS inverter, a
gualitative analysis of the transient behavior of the gate is appropriate as well. This
response is dominated mainly by the output capacitance of the gate, C,, which is com-

.
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VDD VDD

Figure5.6 Switch model of
dynamic behavior of static CMOS
inverter.

Vin=0 Vin = Vip

(a) Low-to-high (b) High-to-low
posed of the drain diffusion capacitances of the NMOS and PMOS transistors, the capaci-
tance of the connecting wires, and the input capacitance of the fan-out gates. Assuming
temporarily that the transistors switch instantaneously, we can get an approximate idea of
the transient response by using the simplified switch model again (Figure 5.6). Let us con-
sider the low-to-high transition first (Figure 5.6a). The gate response time is simply deter-
mined by the time it takes to charge the capacitor C,_ through the resistor R,. In Example
4.5, we learned that the propagation delay of such a network is proportional to the itstime
constant R,C, . Hence, a fast gate is built either by keeping the output capacitance
small or by decreasing the on-resistance of the transistor. The latter is achieved by
increasing the WIL ratio of the device. Similar considerations are valid for the high-to-low
transition (Figure 5.6b), which is dominated by the R,C, time-constant. The reader should
be aware that the on-resistance of the NMOS and PMOS transistor is not constant, but isa
nonlinear function of the voltage across the transistor. This complicates the exact determi-
nation of the propagation delay. An in-depth analysis of how to analyze and optimize the
performance of the static CMOS inverter is offered in Section 5.4.

5.3 Evaluating the Robustness of the CMOSInverter: The Static Behavior

In the qualitative discussion above, the overall shape of the voltage-transfer characteristic
of the static CMOS inverter was derived, as were the values of V, and Vg, (Vpp and
GND, respectively). It remains to determine the precise values of Vy, V|4, and V,_aswell
as the noise margins.

5.3.1 Switching Threshold

The switching threshold, V), is defined as the point where V;, = V. Its value can be
obtained graphically from the intersection of the VTC with the line given by V,, = V

(see Figure 5.5). In this region, both PMOS and NMOS are always saturated, since Vpg =
Vs An analytical expression for V), is obtained by equating the currents through the tran-

.
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sistors. We solve the case where the supply voltage is high so that the devices can be
assumed to be velocity-saturated (or Vpgar < Vyy - V). We furthermore ignore the channel -
length modul ation effects.

Vosarns Vosatos
anD%Tn§/M =Vin— D;AT“8+ kaD%Tp@M —Vpp—Vrp— %Eg =0 (5.2

Solving for V), yields

Vbsatng v p0
DSATPO
St =5 gt oot Vet =y Ugno W
Vy = with r = 2_DSATp - “salp_p (5 3)
1+r nVDSATn usathn

assuming identical oxide thicknesses for PMOS and NMOS transistors. For large values
of Vpp (compared to threshold and saturation voltages), Eq. (5.3) can be simplified:

(5.4)

Eq. (5.4) states that the switching threshold is set by the ratio r, which compares the rela
tive driving strengths of the PMOS and NMOS transistors. It is generally considered to be
desirable for V), to be located around the middle of the available voltage swing (or at
Vpp/2), since this results in comparable values for the low and high noise margins. This
requires r to be approximately 1, which is equivalent to sizing the PMOS device so that
(WIL), = (WIL), " (VpsatnKf)/(Vpsatnkf). To move Vy, upwards, a larger value of r is
required, which means making the PMOS wider. Increasing the strength of the NMOS, on
the other hand, moves the switching threshold closer to GND.

From Eq. (5.2), we can derive the required ratio of PMOS versus NMOS transistor
sizes such that the switching threshold is set to a desired value V. When using this
expression, please make sure that the assumption that both devices are velocity-saturated
still holds for the chosen operation point.

(WrL), kG:Vpsatn(Vm = Vrn = Vosatn £2)

- (5.5)
(W nL)n k%V (VDD _VM + VTp + VDSATp 02)

DSATp

Problem 5.1 Inverter switching threshold for long-channel devices, or low supply-volt-
ages.

The above expressions were derived under the assumption that the transistors are vel ocity-
saturated. When the PMOS and NMOS are long-channel devices, or when the supply volt-
ageislow, velocity saturation does not occur (Vy-Vy < Vpsar)- Under these circumstances,
Eq. (5.6) holdsfor V). Derive.

Vi +1(Vpp + V. -
Viy = — Moo *Vrp) ithy = %o (5.6)
I(I"I

1+r
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Design Techniqgue — Maximizing the noise margins

When designing static CMOS circuits, it is advisable to balance the driving strengths of the
transistors by making the PMOS section wider than the NMOS section, if one wants to maxi-
mize the noise margins and obtain symmetrical characteristics. The required ratio is given by

Eq. (5.5).
I=

Example 5.1 Switching threshold of CMOSinverter

We derive the sizes of PMOS and NMOS transistors such that the switching threshold of a
CMOS inverter, implemented in our generic 0.25 mm CMOS process, is located in the middle
between the supply rails. We use the process parameters presented in Example 3.7, and
assume a supply voltage of 2.5 V. The minimum size device has a width/length ratio of 1.5.
With the aid of Eq. (5.5), wefind

(Wrl), _ 1157 107°. 063 (1.25-043-0632) _ 5
(W), 39- 10 10 (1.25-04-10w) '

Figure 5.7 plots the values of switching threshold as a function of the PMOS/NMOS
ratio, as obtained by circuit simulation. The ssmulated PMOS/NMOS ratio of 3.4 for a1.25 Vv
switching threshold confirms the value predicted by Eq. (5.5).

An analysis of the curve of Figure 5.7 produces some interesting observations:

1. V,, is relatively insensitive to variations in the device ratio. This means that small
variations of the ratio (e.g., making it 3 or 2.5) do not disturb the transfer character-
istic that much. It is therefore an accepted practice in industrial designs to set the
width of the PMOS transistor to values smaller than those required for exact sym-
metry. For the above example, setting the ratio to 3, 2.5, and 2 yields switching
thresholds of 1.22'V, 1.18 V, and 1.13 V, respectively.

Figure5.7 Simulated inverter switching
threshold versus PMOS/NMOS ratio (0.25 nm
CMOS, Vpp =2.5V)

.
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A
Vin I Vig
Vma
>
t
Vout Vout
> >
(3) Response of standard t b) Response of inverter with t

inverter modified threshold
Figure5.8 Changing the inverter threshold can improve the circuit reliability.

2. The effect of changing the W/W, ratio is to shift the transient region of the VTC.

Increasing the width of the PMOS or the NMOS moves V,, towards V or GND
respectively. This property can be very useful, as asymmetrical transfer characteris-
tics are actually desirable in some designs. This is demonstrated by the example of
Figure 5.8. The incoming signal V;, has a very noisy zero value. Passing this signal
through a symmetrical inverter would lead to erroneous values (Figure 5.8a). This
can be addressed by raising the threshold of the inverter, which results in a correct
response (Figure 5.8b). Further in the text, we will see other circuit instances where
inverters with asymmetrical switching thresholds are desirable.
Changing the switching threshold by a considerable amount is however not easy,
especially when the ratio of supply voltage to transistor threshold is relatively small
(2.5/0.4 = 6 for our particular example). To move the threshold to 1.5 V requires a
transistor ratio of 11, and further increases are prohibitively expensive. Observe that
Figure 5.7 is plotted in a semi-log format.

532 NoiseMargins

Nou = _1 1
d in

the terminology of the analog circuit designer, these are the points where the gain g of the
amplifier, formed by the inverter, isequal to - 1. While it isindeed possible to derive ana-
Iytical expressions for V,,, and V,, these tend to be unwieldy and provide little insight in
what parameters are instrumental in setting the noise margins.

A simpler approach is to use a piece wise linear approximation for the VTC, as
shown in Figure 5.9. The transition region is approximated by a straight line, the gain of
which equals the gain g at the switching threshold V). The crossover with the Vo, and the
Voo lines is used to define V|, and V, points. The error introduced is small and well

By definition, V,, and V,, are the operational points of the inverter where

%
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VOIJt
V,
OH \
VM
Figure5.9 A piece-wiselinear
approximation of the VTC simplifies the
Vin derivation of V| and V.
Voo N L
VIL VIH

within the range of what is required for an initial design. This approach yields the follow-
ing expressions for the width of the transition region V, - V., Vi, V., and the noise mar-
gins NMy, and NM, .

(Vou=Vor) - —Vpp
g g
Vi —V 5.
Vi = VM_E Vi = VM+—DDg s &)
NMy = Vpp—Viy NM_ = V,_

Vig=ViL =

These expressions make it increasingly clear that a high gain in the transition region is
very desirable. In the extreme case of an infinite gain, the noise margins simplify to Vg, -
Vy and Vy, - Vg, for NMy, and NM |, respectively, and span the compl ete voltage swing.

Remains us to determine the midpoint gain of the static CMOS inverter. We assume
once again that both PMOS and NMOS are vel ocity-saturated. It is apparent from Figure
5.4 that the gain is a strong function of the slopes of the currents in the saturation region.
The channel-length modulation factor hence cannot be ignored in this analysis — doing so
would lead to an infinite gain. The gain can now be derived by differentiating the current
equation (5.8), valid around the switching threshold, with respect to V.

\V/ ..
anDSATn;éQ/in - VTn - %8(1 +1 nvout) +

(5.8)
V, N
kaD%Tp§/in =Vpp—Vip— %98(1 +1 ,Vou—1 pVop) = 0
Differentiation and solving for dV,/dV;, yields
%ﬂ - anDSATn(l +1 nvout) + kaDSATp(l + | pvout =1 pVDD) (59)
dvi, I ak Vosatn(Vin =V —=Vosatn ) + 1 K Vpsar,(Vin = Vop—Vrp = Vosarp ©2)

Ignoring some second-order terms, and setting V;, = V), resultsin the gain expression,

.
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1 K\Vosatn t KVpsarp

g =
ID(VM) l n_l p (510)
5 1+r

(VM_VTn_VDSATn EQ)(I n_I p)

with 15(Vy) the current flowing through the inverter for V,, = V. The gain is amost
purely determined by technology parameters, especially the channel length modulation. It
can only in aminor way be influenced by the designer through the choice of supply and
switching threshold voltages.

Example 5.2 Voltagetransfer characteristic and noise margins of CMOSInverter

Assume an inverter in the generic 0.25 mm CMOS technology designed with a PMOS/NMOS
ratio of 3.4 and with the NMOS transistor minimum size (W= 0.375 mm, L = 0.25 nm, W/L =
1.5). Wefirst compute the gain at Vy, (= 1.25 V),

I5(Vy) = 15° 115" 10°° 063" (1.25-0.43-0.632)  (1+0.06" 1.25) = 59° 10° A

, PR , , PR
- 1 15" 115" 10 0.63+15 34" 30" 10 10 _ -27.5 (Eq. 5.10)
59° 10°° 0.06 +0.1

Thisyields the following valuesfor V|, Vi, NM_, NM,;:
V, =12V,V,;=13V,NM_=NM, =12

Figure 5.10 plots the simulated VTC of the inverter, aswell asits derivative, the gain. A close
to ideal characteristic is obtained. The actual values of V, and V,, are 1.03 V and 1.45 V,
respectively, which leads to noise margins of 1.03 V and 1.05 V. These values are lower than
those predicted for two reasons:

« Eqg. (5.10) overestimates the gain. As observed in Figure 5.10b, the maximum gain (at
V) equals only 17. This reduced gain would yield valuesfor V, and V,; of 1.17 V, and 1.33
V, respectively.

« The most important deviation is due to the piecewise linear approximation of the
VTC, which is optimistic with respect to the actual noise margins.

The obtained expressions are however perfectly useful as first-order estimations as
well as means of identifying the relevant parameters and their impact.

To conclude this example, we also extracted from simulations the output resistance of
the inverter in the low- and high-output states. Low values of 2.4 kW and 3.3 kW were
observed, respectively. The output resistance is a good measure of the sensitivity of the gate
in respect to noise induced at the output, and is preferably aslow as possible.

|
SIDELINE: Surprisingly (or not so surprisingly), the static CMOS inverter can also be
used as an analog amplifier, asit hasafairly high gain in its transition region. Thisregion
is very narrow however, as is apparent in the graph of Figure 5.10b. It also receives poor
marks on other amplifier properties such as supply noise rejection. Y et, this observation
can be used to demonstrate one of the major differences between analog and digital
design. Where the analog designer would bias the amplifier in the middle of the transient
region, so that a maximum linearity is obtained, the digital designer will operate the
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Figure5.10 Simulated Voltage Transfer Characteristic (a) and voltage gain (b) of CMOS inverter (0.25 nm CMQOS, Vpp

=25V).

devicein theregions of extreme nonlinearity, resulting in well-defined and well-separated
high and low signals.

Problem 5.2 Inverter noise marginsfor long-channel devices

Derive expressions for the gain and noise margins assuming that PMOS and NMOS are
long-channel devices (or that the supply voltage is low), so that velocity saturation does
not occur.

5.3.3 Robustness Revisited

Device Variations

While we design a gate for nominal operation conditions and typical device parameters,
we should always be aware that the actual operating temperature might very over alarge
range, and that the device parameters after fabrication probably will deviate from the nom-
inal values we used in our design optimization process. Fortunately, the dc-characteristics
of the static CMOS inverter turn out to be rather insensitive to these variations, and the
gate remains functional over a wide range of operating conditions. This already became
apparent in Figure 5.7, which shows that variations in the device sizes have only a minor
impact on the switching threshold of the inverter. To further confirm the assumed robust-
ness of the gate, we have re-simulated the voltage transfer characteristic by replacing the
nominal devices by their worst- or best-case incarnations. Two corner-cases are plotted in
Figure 5.11: a better-than-expected NMOS combined with an inferior PMOS, and the
opposite scenario. Comparing the resulting curves with the nominal response shows that
the variations mostly cause a shift in the switching threshold, but that the operation of the
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Figure5.11 Impact of device variations on static CMOS
inverter VTC. The “good” device has asmaller oxide
thickness (- 3nm), asmaller length (-25 nm), a higher width
(+30 nm), and asmaller threshold (-60 mV). The opposite
% o5 ] s 2 25 istrue for the “bad” transistor.

0.5

gate is by no means affected. This robust behavior that ensures functionality of the gate
over awide range of conditions has contributed in a big way to the popularity of the static
CMOS gate.

Scaling the Supply Voltage

In Chapter 3, we observed that continuing technology scaling forces the supply voltagesto
reduce at rates similar to the device dimensions. At the same time, device threshold volt-
ages are virtually kept constant. The reader probably wonders about the impact of this
trend on the integrity parameters of the CMOS inverter. Do inverters keep on working
when the voltages are scaled and are there potential limits to the supply scaling?

A first hint on what might happen was offered in Eq. (5.10), which indicates that the
gain of the inverter in the transition region actually increases with a reduction of the sup-
ply voltage! Note that for a fixed transistor ratio r, V,, is approximately proportional to
Vpp. Plotting the (normalized) VTC for different supply voltages not only confirms this
conjecture, but even shows that the inverter is well and alive for supply voltages close to
the threshold voltage of the composing transistors (Figure 5.12a). At avoltage of 0.5V —
which is just 100 mV above the threshold of the transistors — the width of the transition
region measures only 10% of the supply voltage (for amaximum gain of 35), whileit wid-
ens to 17% for 2.5 V. So, given this improvement in dc characteristics, why do we not
choose to operate all our digital circuits at these low supply voltages? Three important
arguments come to mind:

 Inthefollowing sections, we will learn that reducing the supply voltage indiscrimi-
nately has a positive impact on the energy dissipation, but is absolutely detrimental
to the performance on the gate.

e The dc-characteristic becomes increasingly sensitive to variations in the device
parameters such as the transistor threshold, once supply voltages and intrinsic volt-
ages become comparable.

» Scaling the supply voltage means reducing the signal swing. While this typically
helps to reduce the internal noise in the system (such as caused by crosstalk), it
makes the design more sensitive to external noise sources that do not scale.

4~ 4
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Figure5.12 VTC of CMOSinverter as afunction of supply voltage (0.25 nm CMOS technology).

To provide an insight into the question on potential limits to the voltage scaling, we
have plotted in Figure 5.12b the voltage transfer characteristic of the same inverter for the
even-lower supply voltages of 200 mV, 100 mV, and 50 mV (while keeping the transistor
thresholds at the same level). Amazingly enough, we still obtain an inverter characteristic,
this while the supply voltage is not even large enough to turn the transistors on! The expla-
nation can be found in the sub-threshold operation of the transistors. The sub-threshold
currents are sufficient to switch the gate between low and high levels, and provide enough
gain to produce acceptable VTCs. The very low value of the switching currents ensures a
very slow operation but this might be acceptable for some applications (such as watches,
for example).

At around 100 mV, we start observing a major deterioration of the gate characteris-
tic. Vo, and Vo, are no longer at the supply rails and the transition-region gain approaches
1. The latter turns out to be a fundamental show-stopper. To achieving sufficient gain for
usein adigital circuit, it is necessary that the supply must be at least a couple times f ; =
kT/q (=25 mV at room temperature), the therma voltage introduced in Chapter 3
[Swanson72]. It turns out that below this same voltage, thermal noise becomes an issue as
well, potentially resulting in unreliable operation.

Vobmin > 2Ya 4%—

(5.11)
Eq. (5.11) presents atrue lower bound on supply scaling. It suggests that the only way to
get CMOS inverters to operate below 100 mV is to reduce the ambient temperature, or in
other words to cool the circuit.

Problem 5.3 Minimum supply voltage of CMOS inverter

Once the supply voltage drops below the threshold voltage, the transistors operate the sub-
threshold region, and display an exponential current-voltage relationship (as expressed in
Eq. (3.40)). Derive an expression for the gain of the inverter under these circumstances
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(assume symmetrical NMOS and PMOS transistors, and amaximum gain at Vy, = Vpp/2).
The resulting expression demonstrates that the minimum voltage is a function of the slope
factor n of the transistor.

g = _g%g(evf’f"‘z”_n (5.12)

According to this expression, the gain dropsto -1 at Vpp =48 mV (forn=15andf ;=25
mvV).

5.4 Performance of CMOS Inverter: The Dynamic Behavior

The qualitative analysis presented earlier concluded that the propagation delay of the
CMOS inverter is determined by the time it takes to charge and discharge the load capaci-
tor C_ through the PMOS and NMOS transistors, respectively. This observation suggests
that getting C, as small as possible is crucial to the realization of high-performance
CMOS circuits. It is hence worthwhile to first study the major components of the load
capacitance before embarking onto an in-depth analysis of the propagation delay of the
gate. In addition to this detailed analysis, the section also presents a summary of tech-
niques that a designer might use to optimize the performance of the inverter.

54.1 Computing the Capacitances

Manual analysis of MOS circuits where each capacitor is considered individually is virtu-
ally impossible and is exacerbated by the many nonlinear capacitances in the MOS tran-
sistor model. To make the analysis tractable, we assume that al capacitances are lumped
together into one single capacitor C, , located between V,; and GND. Be aware that thisis
aconsiderable simplification of the actual situation, even in the case of asimple inverter.

Voo Voo
-1
I —
4:| M4
Cde C94
C 1 L
Vi n grll 2 —| Voul VoutZ
e, 0
] I
<

| Cdbl | Cw CgS M3

[SER

Figure5.13 Parasitic capacitances, influencing the transient behavior of the cascaded inverter pair.
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Figure 5.13 shows the schematic of a cascaded inverter pair. It includes all the
capacitances influencing the transient response of node V. It isinitially assumed that the
input V,, is driven by an ideal voltage source with zero rise and fall times. Accounting
only for capacitances connected to the output node, C, breaks down into the following
components.

Gate-Drain Capacitance Cy,

M1 and M2 are either in cut-off or in the saturation mode during the first half (up to 50%
point) of the output transient. Under these circumstances, the only contributions to Cyy,
are the overlap capacitances of both M1 and M2. The channel capacitance of the MOS
transistors does not play arole here, as it is located either completely between gate and
bulk (cut-off) or gate and source (saturation) (see Chapter 3).

The lumped capacitor model now requires that this floating gate-drain capacitor be
replaced by a capacitance-to-ground. This is accomplished by taking the so-called Miller
effect into account. During a low-high or high-low transition, the terminals of the gate-
drain capacitor are moving in opposite directions (Figure 5.14). The voltage change over
the floating capacitor is hence twice the actual output voltage swing. To present an identi-
cal load to the output node, the capacitance-to-ground must have a value that is twice as
large as the floating capacitance.

We use the following equation for the gate-drain capacitors: Cgy = 2 CgpoW (With
Capo the overlap capacitance per unit width as used in the SPICE model). For an in-depth
discussion of the Miller effect, please refer to textbooks such as Sedra and Smith
([Sedra87], p. 57).

Cou v,

DV T g Vo out i DV
00—

v —| i DV

B i) -

Figure5.14 The Miller effect—A capacitor experiencing identical but opposite voltage swings at both
its terminals can be replaced by a capacitor to ground, whose value is two times the original value.

Diffusion Capacitances Cyy,; and Cyp,

The capacitance between drain and bulk is due to the reverse-biased pn-junction. Such a
capacitor is, unfortunately, quite nonlinear and depends heavily on the applied voltage.
We argued in Chapter 3 that the best approach towards simplifying the analysis is to
replace the nonlinear capacitor by alinear one with the same change in charge for the volt-
age range of interest. A multiplication factor K, is introduced to relate the linearized
capacitor to the value of the junction capacitance under zero-bias conditions.

! The Miller effect discussed in this context is asimplified version of the general analog case. In adigital
inverter, the large scale gain between input and output always equals -1.

.
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Ceq = KeqCio (5.13)
with G, the junction capacitance per unit area under zero-bias conditions. An expression
for K was derived in Eqg. (3.11) and is repeated here for convenience

—fm
Keq = S
(Vhigh =Viow) (1 —m)

with f the built-in junction potential and m the grading coefficient of the junction.
Observe that the junction voltage is defined to be negative for reverse-biased junctions.

[(f o= Vhign)t ™™= (F o= Viow) '™ (5.14)

Example5.3 K for a25V CMOSInverter

Consider the inverter of Figure 5.13 designed in the generic 0.25 nm CMOS technology. The
relevant capacitance parameters for this process were summarized in Table 3.5.

Let us first analyze the NMOS transistor (Cy,, in Figure 5.13). The propagation delay
is defined by the time between the 50% transitions of the input and the output. For the CMOS
inverter, this is the time-instance where V,,; reaches 1.25 V, as the output voltage swing goes
from rail to rail or equals 2.5V. We, therefore, linearize the junction capacitance over the
interval {2.5V, 1.25 V} for the high-to-low transition, and {0, 1.25V} for the low-to-high
transition.

During the high-to-low transition at the output, V,,, initially equals 2.5 V. Because the
bulk of the NMOS device is connected to GND, this translatesinto areverse voltage of 2.5V
over the drain junction or Vyq, = - 25 V. At the 50% point, V= 1.25V or Vi, =-125V.
Evaluating Eq. (5.14) for the bottom plate and sidewall components of the diffusion capaci-
tance yields

Bottom plate: Ko, (M= 0.5, f ;= 0.9) =0.57,
Sidewall: Kgyy (M= 0.44,f,=0.9) = 0.61
During the low-to-high transition, V,,,, and V4, equal 0V and - 1.25 V, respectively,
resulting in higher values for K,
Bottom plate: K (M= 0.5, f ;= 0.9) =0.79,
Sidewall: Kgyy (M=0.44,f=0.9) =0.81
The PMOS transistor displays areverse behavior, asits substrate is connected to 2.5 V.
Hence, for the high-to-low transition (V,q,, = 0, Vg =-1.25V),
Bottom plate: Ko, (m=0.48, f 5 =0.9) = 0.79,
Sidewall: Kgyy (M=0.32,f=0.9) = 0.86
and for the low-to-high transition (V,o,,= - 1.25V, Vjjgn = - 25 V)

Bottom plate: Ko, (M= 0.48, f ;= 0.9) = 0.59,
Sidewall: Ky, (M=0.32,f4=0.9) = 0.7

Using this approach, the junction capacitance can be replaced by alinear component
and treated as any other device capacitance. The result of the linearization is a minor dis-
tortion of the voltage waveforms. The logic delays are not significantly influenced by this
simplification.
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Wiring Capacitance C,,

The capacitance due to the wiring depends upon the length and width of the connecting
wires, and is afunction of the distance of the fanout from the driving gate and the number
of fanout gates. As argued in Chapter 4, this component is growing in importance with the
scaling of the technology.

Gate Capacitance of Fanout Cy; and Cy,

We assume that the fanout capacitance equals the total gate capacitance of the loading
gates M3 and M4. Hence,

Cranout = Cgate(NMOS) + Cgate(PMOS)

(5.15)
= (Cssont Copon * WilknCox) * (Casop + Copop + Wyl pCox)

This expression simplifies the actual situation in two ways:

* |t assumes that all components of the gate capacitance are connected between
and GND (or Vpp), and ignoresthe Miller effect on the gate-drain capacitances. This
has a relatively minor effect on the accuracy, since we can safely assume that the
connecting gate does not switch before the 50% point is reached, and V,;,, there-
fore, remains constant in the interval of interest.

» A second approximation is that the channel capacitance of the connecting gate is
constant over the interval of interest. Thisis not exactly the case as we discovered in
Chapter 3. The total channel capacitance is a function of the operation mode of the
device, and varies from approximately 2/3 WLC,, (saturation) to the full WLC,, (lin-
ear and cut-off). A drop in overall gate capacitance also occurs just before the tran-
sistor turns on (Figure 3.30). During the first half of the transient, it may be assumed
that one of the load devices is always in linear mode, while the other transistor
evolves from the off-mode to saturation. Ignoring the capacitance variation results
in a pessimistic estimation with an error of approximately 10%, which is acceptable
for afirst order anaysis.

Example5.4 Capacitancesof a 0.25 mrm CMOS Inverter

A minimum-size, symmetrical CMOS inverter has been designed in the 0.25 nm CMOS tech-
nology. The layout is shown in Figure 5.15. The supply voltage Vpp isset to 2.5 V. From the
layout, we derive the transistor sizes, diffusion areas, and perimeters. This datais summarized
in Table 5.1. As an example, we will derive the drain area and perimeter for the NMOS tran-
sistor. The drain areais formed by the metal-diffusion contact, which hasan areaof 4~ 412,
and the rectangle between contact and gate, which has an areaof 3~ 112, Thisresultsin a
total areaof 19 1 2, or 0.30 mm? (as | = 0.125 mm). The perimeter of the drain area is rather
involved and consists of the following components (going counterclockwise): 5+ 4+ 4+ 1+
1=15I1 or PD=15" 0.125=1.875 nm. Notice that the gate side of the drain perimeter is not
included, as thisis not considered a part of the side-wall. The drain area and perimeter of the
PMOS transistor are derived similarly (the rectangular shape makes the exercise considerably
smpler): AD=5" 912=4512 or0.7mm% PD=5+9+5=191, or 2.375 nm.

.
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Figure 5.15 Layout of two chained, minimum-size inverters using SCMOS Design Rules (see alsc
Color-plate 6).

Table5.1 Inverter transistor data.

WL AD (mMm?) PD (mm) AS (mm?) PS (nmm)
NMOS | 0.375/0.25 0.3(1913 1.875 (151) 03(191? | 1.875(151)
PMOS | 1.125/0.25 0.7 (4513 2.375(191) 0.7(4513) | 2.375(191)

This physical information can be combined with the approximations derived above to
come up with an estimation of C,. The capacitor parameters for our generic process were
summarized in Table 3.5, and repeated here for convenience:

Overlap capacitance: CGDO(NMOS) = 0.31 fF/mm; CGDO(PMOS) = 0.27 fF/mm

Bottom junction capacitance: CYNMOS) = 2 fF/mm?; CYPMOS) = 1.9 fFH/mm?
Side-wall junction capacitance: CISW(NMOS) = 0.28 fF/mm; CISW(PMOS) = 0.22
fF/mm

Gate capacitance: C,,(NMOS) = C,(PMOS) = 6 fF/mm?

Finally, we should also consider the capacitance contributed by the wire, connecting
the gates and implemented in metal 1 and polysilicon. A layout extraction program typically

%
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will deliver us precise values for this parasitic capacitance. Inspection of the layout helps us
toform afirst-order estimate and yields that the metal-1 and polysilicon areas of the wire, that
are not over active diffusion, equal 421 2and 72 | 2, respectively. With the aid of the intercon-
nect parameters of Table 4.2, we find the wire capacitance — observe that we ignore the
fringing capacitance in this simple exercise. Due to the short length of the wire, this contribu-
tion isignorable compared to the other parasitics.

Cuire = 42/82 nm?” 30 aF/mm? + 72/8% nm?” 88 aF/mm? = 0.12 fF

Bringing al the components together resilts in Table 5.2. We use the values of K,
derived in Example 5.3 for the computation of the diffusion capacitances. Notice that the load
capacitance is amost evenly split between its two major components: the intrinsic capaci-
tance, composed of diffusion and overlap capacitances, and the extrinsic load capacitance,
contributed by wire and connecting gate.

Table5.2 Componentsof C_ (for high-to-low and low-to-high transitions).

Capacitor Expression Value (fF) (H® L) | Value(fF) (L®H)
Coa 2CGDO0, W, 0.23 0.23
Cyaz 2CGDO, W, 061 061
o K egn ADy CI+ K gy PD, CISW 0.66 0.90
Canz Kegp ADp CI+ K geup PD, CISW) 15 115
Cg (CGDO,+CGSO,) W, + Co W, L, 0.76 0.76
o (CGDO,+CGSO,) W, + Cy, W, L, 2.28 2.28
Cy From Extraction 0.12 0.12
c, a 6.1 6.0

5.4.2  Propagation Delay: First-Order Analysis

One way to compute the propagation delay of the inverter is to integrate the capacitor
(dis)charge current. This resultsin the expression of Eq. (5.16).

V2
— \CL (V)

» = Oi(v)

Vi

(5.16)

with i the (dis)charging current, v the voltage over the capacitor, and v, and v, the initial
and final voltage. An exact computation of this equation is intractable, as both C, (v) and
i(v) are nonlinear functions of v. We rather fall back to the simplified switch-model of the
inverter introduced in Figure 5.6 to derive a reasonable approximation of the propagation
delay adequate for manual analysis. The voltage-dependencies of the on-resistance and the
load capacitor are addressed by replacing both by a constant linear element with a value
averaged over the interval of interest. The preceding section derived precisely this value

.
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for the load capacitance. An expression for the average on-resistance of the MOS transis-
tor was already derived in Example 3.8, and is repeated here for convenience.

Vop
1 R \Y 3 Voo 7 6
= dv» = G-V,
Rea Vop 2 0 Ipsar(1+1V) 7 4lpsar® 9 P02
Voo @2 (5.17)

2
; _ W Vi 6
with Ipgar = k‘l:éa%VDD_VT)VDSAT_ DZSATE

Deriving the propagation delay of the resulting circuit is now straightforward, and is
nothing more than the analysis of afirst-order linear RC-network, identical to the exercise
of Example 4.5. There, we learned that the propagation delay of such a network for avolt-
age step at the input is proportional to the time-constant of the network, formed by pull-
down resistor and load capacitance. Hence,

tone = IN(2)RegnCp = 0.69R4,Cy (5.18)
Similarly, we can obtain the propagation delay for the low-to-high transition,
ton = 0.69Rqq,CL (5.19)

with Ry, the equivalent on-resistance of the PMOS transistor over the interval of interest.
This analysis assumes that the equivalent load-capacitance is identical for both the high-
to-low and low-to-high transitions. This has been shown to be approximately the case in
the example of the previous section. The overal propagation delay of the inverter is
defined as the average of the two values, or

= btk - ggoc alean * Reqpd (5.20)
P 2 Le 2 [

Very often, it is desirable for a gate to have identical propagation delays for both rising
and falling inputs. This condition can be achieved by making the on-resistance of the
NMOS and PMOS approximately equal. Remember that this condition is identical to the
requirement for asymmetrical VTC.

Example5.5 Propagation Delay of a 0.25 nm CM OS Inverter

To derive the propagation delays of the CMOS inverter of Figure 5.15, we make use of Eq.
(5.18) and Eq. (5.19). The load capacitance C, was already computed in Example 5.4, while
the equivalent on-resistances of the transistors for the generic 0.25 mm CMOS process were
derived in Table 3.3. For a supply voltage of 2.5 V, the normalized on-resistances of NMOS
and PMOS transistors equal 13 kW and 31 kW, respectively. From the layout, we determine
the (W/L) ratios of the transistors to be 1.5 for the NMOS, and 4.5 for the PMOS. We assume
that the difference between drawn and effective dimensions is small enough to be ignorable.
Thisleadsto the following values for the delays:

.
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The accuracy of this analysis is checked by performing a SPICE transient smulation
on the circuit schematic, extracted from the layout of Figure 5.15. The computed transient
response of the circuit is plotted in Figure 5.16, and determines the propagation delays to be
39.9 psec and 31.7 for the HL and LH transitions, respectively. The manual results are good
considering the many simplifications made during their derivation. Notice especialy the
overshoots on the simulated output signals. These are caused by the gate-drain capacitancesof
the inverter transistors, which couple the steep voltage step at the input node directly to the
output before the transistors can even start to react to the changes at the input. These over-
shoots clearly have a negative impact on the performance of the gate, and explain why the
simulated delays are larger than the estimations.

WARNING: This example might give the impression that manual analysis always leads
to close approximations of the actual response. This is not necessarily the case. Large
deviations can often be observed between first- and higher-order models. The purpose of
the manual analysisisto get abasic insight in the behavior of the circuit and to determine
the dominant parameters. A detailed simulation is indispensable when quantitative data is

required. Consider the example above a stroke of good luck.
I
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The obvious question a designer asks herself at this point is how she can manipulate
and/or optimize the delay of a gate. To provide an answer to this question, it is necessary
to make the parameters governing the delay explicit by expanding Ry, in the delay equa-
tion. Combining Eq. (5.18) and Eqg. (5.17), and assuming for the time being that the chan-
nel-length modulation factor | is ignorable, yields the following expression for t,, (a
similar analysis holds for t; ;)

C.V
toy = 0.69=2LB = 0. L_DbD

52 (5.21)
4 IDSATn (WnL)nkq%VDSATn(VDD _VTn_VDSATn 02)

In the majority of designs, the supply voltage is chosen high enough so that Vpp >> Vo, +
Vpeare/2. Under these conditions, the delay becomes virtually independent of the supply
voltage (Eg. (5.22)). Observe that thisis a first-order approximation, and that increasing
the supply voltage yields an observable, albeit small, improvement in performance due to
anon-zero channel-length modul ation factor.

C,
(WeL) k¢ Vpgatn

This analysis is confirmed in Figure 5.17, which plots the propagation delay of the
inverter as afunction of the supply voltage. It comes as no surprise that this curve is virtu-
ally identical in shape to the one of Figure 3.27, which charts the equivalent on-resistance
of the MOS transistor as a function of Vpp. While the delay is relative insensitive to sup-
ply variations for higher values of V5, a sharp increase can be observed starting around

tonL » 0.52 (5.22)

5.5

5
451
4l

351

Figure 5.17 Propagation delay of CMOS
inverter as a function of supply voltage
250 , (normalized with respect to the delay at 2.5
V). The dots indicate the delay values
predicted by Eq. (5.21). Observe that this
150 S ] equation is only valid when the devices are
‘ velocity-saturated. Hence, the deviation at

1 . . L L L .
0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4 low Sjpply VOItageS.

3k

t_(normalized)

P

»2V+. This operation region should clearly be avoided if achieving high performance is a
premier design goal.

Design Techniques

From the above, we deduce that the propagation delay of a gate can be minimized in the fol-
lowing ways:

.
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* Reduce C,. Remember that three major factors contribute to the load capacitance: the
internal diffusion capacitance of the gate itself, the interconnect capacitance, and the fan-
out. Careful layout helps to reduce the diffusion and interconnect capacitances. Good
design practice requires keeping the drain diffusion areas as small as possible.

 Increase the WIL ratio of the transistors. This is the most powerful and effective perfor-
mance optimization tool in the hands of the designer. Proceed however with caution
when applying this approach. Increasing the transistor size also raises the diffusion
capacitance and hence C, . In fact, once the intrinsic capacitance (i.e. the diffusion capac-
itance) starts to dominate the extrinsic load formed by wiring and fanout, increasing the
gate size does not longer help in reducing the delay, and only makes the gate larger in
area. This effect is called “self-loading”. In addition, wide transistors have a larger gate
capacitance, which increases the fan-out factor of the driving gate and adversely affects
its speed.

* Increase Vpp. As illustrated in Figure 5.17, the delay of a gate can be modulated by
modifying the supply voltage. Thisflexibility allowsthe designer to trade-off energy dis-
sipation for performance, as we will seein alater section. However, increasing the sup-
ply voltage above a certain level yields only very minimal improvement and hence
should be avoided. Also, reliability concerns (oxide breakdown, hot-electron effects)
enforce firm upper-bounds on the supply voltage in deep sub-micron processes.

I=

Problem 5.4 Propagation Delay as a Function of (dis)charge Current

So far, we have expressed the propagation delay as a function of the equivalent resistance of
the transistors. Another approach would be replace the transistor by a current source with
value equa to the average (dis)charge current over the interval of interest. Derive an expres-
sion of the propagation delay using this alternative approach.

5.4.3 Propagation Delay from a Design Per spective

Some interesting design considerations and trade-off’s can be derived from the delay
expressions we have derived so far. Most importantly, they lead to a general approach
towards transistor sizing that will prove to be extremely useful.

NMOS/PMOS Ratio

So far, we have consistently widened the PMOS transistor so that its resistance matches
that of the pull-down NMOS device. This typicaly requires a ratio of 3 to 3.5 between
PMOS and NMOS width. The motivation behind this approach is to create an inverter
with a symmetrical VTC, and to equate the high-to-low and low-to-high propagation
delays. However, this does not imply that this ratio also yields the minimum overall prop-
agation delay. If symmetry and reduced noise margins are not of prime concern, it is actu-
ally possible to speed up the inverter by reducing the width of the PMOS device!

%
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The reasoning behind this statement is that, while widening the PMOS improves the
ton Of theinverter by increasing the charging current, it also degradesthet,, by cause of
alarger parasitic capacitance. When two contradictory effects are present, there must exist
atransistor ratio that optimizes the propagation delay of the inverter.

This optimum ratio can be derived through the following simple analysis. Consider
two identical, cascaded CMOS inverters. The load capacitance of the first gate equals
approximately

CL = (Cyp1 + Cyn1) + (Cgpz + Cyn2) + Cyy (523

where Cy; and Cy,, are the equivalent drain diffusion capacitances of PMOS and NMOS
transistors of the first inverter, while Cy, and C,, are the gate capacitances of the second
gate. C,, represents the wiring capacitance.

When the PMOS devices are made b times larger than the NMOS ones (b = (WIL), /
(WIL),), al transistor capacitances will scale in approximately the same way, or Cyy; » b
Canpy @nd Cypp » b Cyp. EQ. (5.23) can then be rewritten:

CL = (1+b)(Cyny + Cynp) + Cy (5.24)
An expression for the propagation delay can be derived, based on Eq. (5.20).

—
|

_ 069 Reqpd
T((l +0)(Cyny + anz) + CW){(E:;i:aeqn + —‘qu

(5.25)

0.345((1 + b)(Cyng * Cynz) + C)RegnB + ég

I (= Regp/Reqn) represents the resistance ratio of identically-sized PMOS and NMOS tran-

sistors. The optimal value of b can be found by setting % to 0, whichyields

— Cw o]
bopt = [T&+ o+ G (5.26)

This means that when the wiring capacitance is negligible (Cypy+ Cyrp >> Cy), boyt
equals ./, in contrast to the factor r normally used in the noncascaded case. If the wiring
capacitance dominates, larger values of b should be used. The surprising result of this
analysisisthat smaller device sizes (and hence smaller design area) yield afaster design at
the expense of symmetry and noise margin.

Example5.6 Sizing of CMOS Inverter Loaded by an Identical Gate

Consider again our standard design example. From the values of the equivalent resistances
(Table 3.3), we find that aratio b of 2.4 (= 31 kwW/ 13 kW) would yield a symmetrical tran-
sient response. Eq. (5.26) now predicts that the device ratio for an optimal performance
should equal 1.6. These results are verified in Figure 5.18, which plots the simulated propaga
tion delay as a function of the transistor ratio b. The graph clearly illustrates how a changing
b trades off between t;, ,; and ty, . The optimum point occurs around b = 1.9, which is some-
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what higher than predicted. Ohserve also that the rising and falling delays are identical at the
predicted point of b equal to 2.4.

t (sec)

P

Figure5.18 Propagation delay of CMOS inverter asa
function of the PMOS/NMOS transistor ratio b.

Sizing Invertersfor Performance

In this analysis, we assume a symmetrical inverter, this is an inverter where PMOS and
NMOS are sized such that therise and fall delays are identical. The load capacitance of the
inverter can be divided into an intrinsic and an extrinsic component, or C, = C;; + Cy.
Ci .« represents the self-loading or intrinsic output capacitance of the inverter, and is associ-
ated with the diffusion capacitances of the NMOS and PMOS transistors as well as the
gate-drain overlap (Miller) capacitances. C,,; isthe extrinsic load capacitance, attributable
to fanout and wiring capacitance. Assuming that Ry, stands for the equivalent resistance of
the gate, we can express the propagation delay as follows

t

0'69Req(ci ntt Cext)

(5.27)
0.69Re4Ciny(1+C

q:int) = tpo(l"'C q:int)

ext ext

too = 0.69 RCi; represents the delay of the inverter only loaded by its own intrinsic
capacitance (C, = 0), and is called the intrinsic or unloaded delay.

The next question is how transistor sizing impacts the performance of the gate. To
do so, we must establish the relationship between the various parametersin Eq. (5.27) and
the sizing factor S, which relates the transistor sizes of our inverter to a reference
gate—typically a minimum-sized inverter. The intrinsic capacitance C;,; consists of the
diffusion and Miller capacitances, both of which are proportional to the width of the tran-
sistors. Hence, G = SC . The resistance of the gate relates to the reference gate as Ry, =
R /S We can now rewrite Eq. (5.27),

t

0-69(Rref :S)(Sciref)(l + Cext :(Sciref))
(5.28)

0'69RrefCirefé + SCP:tefg = tpogq + SCe.Xt 8

iref
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Thisleads to two important conclusions:

* Theintrinsic delay of the inverter t, is independent of the sizing of the gate, and is
purely determined by technology and inverter layout. When no load is present, an
increase in the drive of the gate istotally offset by the increased capacitance.

» Making Sinfinitely large yields the maximum obtainable performance gain, elimi-
nating the impact of any external load, and reducing the delay to the intrinsic one.
Yet, any sizing factor S that is sufficiently larger than (C,,/C;,,) produces similar
results at a substantial gain in silicon area.

3.8

Example 5.7 Device Sizing for Performance

Let us explore the performance improvement that can be obtained by device sizing in the
design of Example 5.5. We find from Table 5.2 that C,,/C,, » 1.05 (C,, = 3.0fF, C,; = 3.15
fF). This would predict a maximum performance gain of 2.05. A scaling factor of 10 allows
us to get within 10% of this optimal performance, while larger device sizes only yield ignor-
able performance gains.

This is confirmed by simulation results, which predict a maximum obtainable perfor-

Figure5.19 Increasing inverter performance by
sizing the NMOS and PMOS transistor with an
identical factor Sfor afixed fanout (inverter of
Figure 5.15).

mance improvement of 1.9 (t,, = 19.3 psec). From the graph of Figure 5.19, we observe that
the bulk of the improvement is already obtained for S= 5, and that sizing factors larger than
10 barely yield any extragain.

Sizing A Chain of Inverters

While sizing up an inverter reduces its delay, it also increases its input capacitance. Gate
sizing in an isolated fashion without taking into account its impact on the delay of the pre-
ceding gatesis a purely academic enterprise. Therefore, a more relevant problem is deter-
mining the optimum sizing of a gate when embedded in a real environment. A simple
chain of invertersis a good first case to study. To determine the input loading effect, the
relationship between the input gate capacitance C, and the intrinsic output capacitance of
the inverter has to be established. Both are proportional to the gate sizing. Hence, the fol-
lowing relationship holds, independent of gate sizing

%
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Cing = €Cq (5.29)

gis a proportionality factor, which is only a function of technology and is close to 1 for
most sub-micron processes. Rewriting Eq. (5.28),

C ..
tp = tpodd + g—éxgtg = tyo(1+frg) (5.30)
shows that the delay if the inverter is only afunction of the ratio between its external load
capacitance and input capacitance. Thisratio is called the effective fanout f.

Let us consider the circuit of Eq. Figure 5.20. The goa is to minimize the delay
through the inverter chain, with the input capacitance of the first inverter C,—typicaly a
minimally-sized device— and the load capacitance C, fixed.

In |: >-_-|: Out
T 2 N ;CL

Cgl 1

Figure 5.20 Chain of N inverters with fixed
input and output capacitance.

Given the delay expression for the j-th inverter stage,?

— C J+10 —
to; = tpog§+ Eqéji“ = tho(1+f; rg) (5.31)

we can derive the total delay of the chain.
N N c
o] o i 0 .
tb=at = ta &+ —gg('—:l“—@, with Cy y.q = Cp (5.32)
=1 =1 ¢!

This equation has N-1 unknowns, being C, 5, Cy3, ¥4, Cy . The minimum delay can be
found by taking N-1 partial derivatives, and equating them to O, or ft,C,; = 0. The
result is a set of constraints, C;,,/Cy; = Cg;/Cy;_. In other words, the optimum size of
each inverter is the geometric mean of its neighbors sizes,

Coi = ¥Cqj-1Cqj+1- (5.33)

Overdl, this means that each inverter is sized up by the same factor f with respect to the
preceding gate, has the same effective fanout (f; = f), and hence the same delay. With Cg
and C, given, we can derive the sizing factor,

= ne C,, = WF (534

and the minimum delay through the chain,

t, = Ntyo(1+Y/F ag). (5.35)

2 This expression ignores the wiring capacitance, which is a fair assumption for the time being.

.
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F represents the overal| effective fanout of the circuit, and equals C, /C, ;. Observe how the
relationship between t, and F is a very strong function of the number of stages. As
expected, the relatlonshlp is linear when only 1 stage is present. Introducing a second
stage turns it into square root, and so on. The obvious question now is how to choose the
number of stages so that the delay is minimized for a given value of F.

Choosing the Right Number of Stagesin an Inverter Chain

Evaluation of Eg. (5.35) reveals the trade-off’s in choosing the number of stages for a
given F (=fV). When the number of stagesistoo large, the first component of the equation,
representing the intrinsic delay of the stages, becomes dominant. If the number of stagesis
too small, the effective fanout of each stage becomes large, and the second component is
dominant. The optimum value can be found by differentiating the minimum delay expres-
sion by the number of stages, and setting the result to 0.

N
g+Nﬁ—% =0

5.36
or equivaently (5:36)

f = Qlirooh

This equation only has a closed-form solution for g = 0, this is when the self-loading is
ignored and the load capacitance only consists of the fanout. Under these simplified condi-
tions, it is found that the optimal number of stages equals N = In(F), and the effective
fanout of each stageisset tof =2.71828 = e. Thisoptimal buffer design scales consecutive
stages in an exponential fashion, and is hence called an exponential horn [Mead79]. When
self-loading isincluded, Eqg. (5.36) can only be solved numerically. The results are plotted
in Figure 5.21a. For the typical case of g»1, the optimum scaler factor turns out to be close
to 3.6. Figure 5.21b plots the (normalized) propagation delay of the inverter chain as a
function of the effective fanout for g = 1. Choosing values of the fanout that are higher
than the optimum does not impact the delay that much, and reduces the required number
of buffer stages and the implementation area. A common practice is to select an optimum
fanout of 4. The use of too many stages (f < f,), on the other hand, has a substantial nega-
tive impact on the delay, and should be avoided.

Example 5.8 The Impact of Introducing Buffer Stages

Table 5.3 enumerates the values of t;, ./t for the unbuffered design, the dual stage, and

optimized inverter chain for a variety of values of F (for g = 1). Observe the impressive
speed-up obtained with cascaded inverters when driving very large capacitive |oads.

The above analysis can be extended to not only cover chains of inverters, but also net-
works of inverters that contain actual fanout, an example of which is shown in Figure
5.22. We solely have to adjusting the expression for C,, to incorporate the additional
fanout factors.
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factor gin an inverter chain.

Figure 5.21 Optimizing the number of stagesin an inverter chain.

Table5.3 t,,/ty, versus x for various driver configurations.

F Unbuffered Two Stage Inverter Chain
10 11 8.3 8.3
100 101 22 16.5
1000 1001 65 24.8
10,000 10,001 202 331

Problem 5.5 Sizing an I nverter Network

Determine the sizes of the inverters in the circuit of Figure 5.22, such that the delay
between nodes Out and In is minimized. Y ou may assume that C, =64 Cy ;.

Y Y Y
YV Y Y

In Out Figure5.22 Inverter network, in which each
_DC J_ gate has afanout of 4 gates, distributing asingle
I C. input to 16 output signalsin atree-like fashion.
1 =
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Hints: Determine first the ratio’ s between the devices that minimize the delay. Y ou should
find that the following must hold,

4Cy, _4Cy5 _ C
Cq:  Cg2 Cys

Finding the actual gate sizes (Cy5 = 2.52C,, = 6.35C ,) is a relatively straightforward
task. Straightforward sizing of the inverter chain, without taking the fanout into account,
would have led to a sizing factor of 4 instead of 2.52.

Therise/fall time of theinput signal

All the above expressions were derived under the assumption that the input signal to the
inverter abruptly changed from 0 to Vy or vice-versa. Only one of the devicesis assumed
to be on during the (dis)charging process. In reality, the input signal changes gradually
and, temporarily, PMOS and NMOS transistors conduct simultaneously. This affects the
total current available for (dis)charging and impacts the propagation delay. Figure 5.23
plots the propagation delay of a minimum-size inverter as a function of the input signal
slope—as obtained from SPICE. It can be observed that t, increases (approximately) lin-
early with increasing input slope, once ts> t(t=0).

-1
x 10
5.4

5.2}

5L

4.8+

4.6

t (sec)

a 4.4
4.2+
o Figure5.23 t,asafunction of the
input signal slope (10-90% rise or
fall time) for minimum-size
0 2 4 6 8 inverter with fan-out of asingle
t(sec) x 10" gate.

3.8

3.6

While it is possible to derive an analytical expression describing the relationship
between input signal slope and propagation delay, the result tends to be complex and of
limited value. From a design perspective, it is more valuable to relate the impact of the
finite slope on the performance directly to its cause, which is the limited driving capability
of the preceding gate. If the latter would be infinitely strong, its output slope would be
zero, and the performance of the gate under examination would be unaffected. The
strength of this approach is that it realizes that a gate is never designed in isolation, and
that its performance is both affected by the fanout, and the driving strength of the gate(s)
feeding into its inputs. This leads to a revised expression for the propagation delay of an
inverter i in achain of inverters [Hedenstierna37]:
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tp = tep * Nl (5.37)

Eq. (5.37) states that the propagation delay of inverter i equals the sum of the delay of the
same gate for a step input (tistep) (i.e. zero input slope) augmented with a fraction of the
step-input delay of the preceding gate (i-1). The fraction h is an empirical constant, which
typically has values around 0.25. This expression has the advantage of being very simple,
while exposing all relationships necessary for global delay computations of complex cir-
cuits.

Example 5.9 Delay of Inverter embedded in Network

Consider for instance the circuit of Figure 5.22. With the aid of Eq. (5.31) and Eq. (5.37), we
can derive an expression for the delay of the stage-2 inverter, marked by the gray box.

o2 = tpoéq 22 ’384' htpogg— + 2oz ’22
' gcg, 2 gCg, 1

An analysis of the overall propagation delay in the style of Problem 5.5, leads to the following
revised sizing requirements for minimum delay,
4(1 + h)Cg’2 41+ h)ng3 _ &
Cg’ 1 C C
or f, = f; = 2.47 (assuming h = 0.25).

9.2 9.3

Design Challenge

It is advantageous to keep the signal rise times smaller than or equal to the gate propagation
delays. This proves to be true not only for performance, but also for power consumption con-
siderations as will be discussed later. Keeping the rise and fall times of the signals small and of
approximately equal values is one of the major challenges in high-performance design, and is
often called ‘lope engineering’.

In

Problem 5.6 Impact of input slope

Determine if reducing the supply voltage increases or decreases the influence of the input
signal slope on the propagation delay. Explain your answer.

Delay in the Presence of (Long) I nterconnect Wires

The interconnect wire has played aminimal rolein our analysis so far. When gates get far-
ther apart, the wire capacitance and resistance can no longer be ignored, and may even
dominate the transient response. Earlier delay expressions can be adjusted to accommo-
date these extra contributions by employing the wire modeling techniques introduced in

.
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the previous Chapter. The analysis detailed in Example 4.9 is directly applicable to the
problem at hand. Consider the circuit of Figure 5.24, where an inverter drives a single
fanout through a wire of length L. The driver is represented by a single resistance Ry,
which is the average between Ry, and Ry, G and Cyy, account for the intrinsic capaci-
tance of the driver, and the input capacitance of the fanout gate, respectively.

Vi (rw:Cwl) Vi
Cint I I Cran
jf: 1 jT: Figure5.24 Inverter driving single fanout through wire of

— length L.

The propagation delay of the circuit can be obtained by applying the Ellmore delay
expression.

t

o = 0.69Ry,Ci + (0.69Ry, + 0.38R,)C,, + 0.69(Ry, + R,)Cran 5%
0.69Ry; (Cipy + Can) + 0.69(Ry, G,y + 1, Cian)L + 0.381,C, L '

The 0.38 factor accounts for the fact that the wire represents adistributed delay. C,, and R,
stand for the total capacitance and resistance of the wire, respectively. The delay expres-
sions contains a component that is linear with the wire length, aswell a quadratic one. It is
the latter that causes the wire delay to rapidly become the dominant factor in the delay
budget for longer wires.

Example5.10 Inverter delay in presence of inter connect

Consider the circuit of Figure 5.24, and assume the device parameters of Example 5.5: C;; =
3fF, Cy, = 3fF, and Ry, = 0.5(13/1.5 + 31/4.5) = 7.8 kW. The wire is implemented in metal 1
and has awidth of 0.4 nm—the minimum allowed. Thisyields the following parameters: ¢, =
92 aF/mm, and r,, = 0.19 Wmm (Example 4.4). With the aid of Eq. (5.38), we can compute at
what wire length the delay of the interconnect becomes equal to the intrinsic delay caused
purely by device parasitics. Solving the following quadratic equation yields a single (mean-
ingful) solution.

—18 —12

L2+05" 10
or
L =65mm

6.6" 10 L =3229" 1072

Observe that the extra delay is solely due to the linear factor in the equation, and more specif-
icaly due to the extra capacitance introduced by the wire. The quadratic factor (this is, the
distributed wire delay) only becomes dominant at much larger wire lengths (> 7 cm). Thisis
due to the high resistance of the (minimum-size) driver transistors. A different balance
emerges when wider transistors are used. Analyze, for instance, the same problem with the
driver transistors 100 times wider, asistypical for high-speed, large fan-out drivers.

.
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5.5 Power, Energy, and Energy-Delay

So far, we have seen that the static CMOS inverter with its almost ideal V TC—symmetri-
cal shape, full logic swing, and high noise margins—offers a superior robustness, which
simplifies the design process considerably and opens the door for design automation.
Another major attractor for static CMOS is the ailmost complete absence of power con-
sumption in steady-state operation mode. It is this combination of robustness and low
static power that has made static CMOS the technology of choice of most contemporary
digital designs. The power dissipation of a CMOS circuit is instead dominated by the
dynamic dissipation resulting from charging and discharging capacitances.

5,5.1 Dynamic Power Consumption

Dynamic Dissipation dueto Charging and Dischar ging Capacitances

Each time the capacitor C, gets charged through the PMOS transistor, its voltage rises
from O to Vpp, and a certain amount of energy is drawn from the power supply. Part of this
energy is dissipated in the PMOS device, while the remainder is stored on the load capac-
itor. During the high-to-low transition, this capacitor is discharged, and the stored energy
is dissipated in the NMOS transistor.®

A precise measure for this energy consump- Voo
tion can be derived. Let usfirst consider the low-to-
high transition. We assume, initially, that the input
waveform has zero rise and fall times, or, in other q vop
words, that the NMOS and PMOS devices are never
on simultaneously. Therefore, the equivalent circuit — o Vot
of Figure 5.25 is valid. The values of the energy
E\pp. taken from the supply during the transition, as = c
well as the energy E, stored on the capacitor at the
end of the transition, can be derived by integrating

the instantaneous power over the period of interest. Figure5.25  Equivalent circuit
The corresponding waveforms of V,,(t) and iypp(t) during the low-to-high transition.
are pictured in Figure 5.26.
¥ ¥ d Voo
: \ . _
Evop = OVDD(t)VDDdt = VDDGZL d(;utdt = CVpp Odvout =CVpp  (5.39)
0 0 0

3 Observe that this model is a simplification of the actual circuit. In reality, the load capacitance consists
of multiple components some of which are located between the output node and GND, others between output
node and V. The latter experience a charge-discharge cycle that is out of phase with the capacitances to GND,
i.e. they get charged when V,; goes low and discharged when V,, rises. While this distributes the energy deliv-
ery by the supply over the two phases, it does not impact the overall dissipation, and the results presented in this
section are still valid.
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These results can also be derived by observing that during the low-to-high transi-
tion, C, isloaded with acharge C, Vpp. Providing this charge requires an energy from the
supply equal to C,Vpp? (= Q Vpp). The energy stored on the capacitor equals C, Vpp?/2.
This means that only half of the energy supplied by the power sourceis stored on C,. The
other half has been dissipated by the PMOS transistor. Notice that this energy dissipation
is independent of the size (and hence the resistance) of the PMOS device! During the dis-
charge phase, the charge is removed from the capacitor, and its energy is dissipated in the
NMOS device. Once again, there is no dependence on the size of the device. In summary,
each switching cycle (consisting of an L® H and an H® L transition) takes a fixed amount
of energy, equal to C, Vpp?. In order to compute the power consumption, we have to take
into account how often the device is switched. If the gate is switched on and off fyg, ; times
per second, the power consumption equals

Payn = CLVDZDfO® 1 (5.41)

foe 1 represents the frequency of energy-consuming transitions, thisis 0® 1 transitions
for static CMOS.

Advances in technology result in ever-higher of values of fyg ; (as t, decreases). At
the same time, the total capacitance on the chip (C,) increases as more and more gates are
placed on a single die. Consider for instance a 0.25 nm CMOS chip with a clock rate of
500 Mhz and an average load capacitance of 15 fF/gate, assuming a fanout of 4. The
power consumption per gate for a 2.5 V supply then equals approximately 50 m\W. For a
design with 1 million gates and assuming that a transition occurs at every clock edge, this
would result in a power consumption of 50 W! This evaluation presents, fortunately, a
pessimistic perspective. In reality, not all gatesin the complete IC switch at the full rate of
500 Mhz. The actual activity in the circuit is substantially lower.

Example5.11 Capacitive power dissipation of inverter

The capacitive dissipation of the CMOS inverter of Example 5.4 is now easily computed. In
Table 5.2, the value of the load capacitance was determined to equal 6 fF. For a supply volt-
age of 2.5V, the amount of energy needed to charge and discharge that capacitance equals
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Egyn = C Vpp = 3751

Assume that the inverter is switched at the maximum possiblerate (T = Uf=t, ,, + t,,
=2t,). For at, of 32.5 psec (Example 5.5), we find that the dynamic power dissipation of the
circuitis

Payn = Egyn £(2tp) = 580 "W

Of course, an inverter in an actual circuit is rarely switched at this maximum rate, and

even if done so, the output does not swing from rail-to-rail. The power dissipation will hence

be substantially lower. For arate of 4 GHz (T = 250 psec), the dissipation reduces to 150 M.
Thisis confirmed by simulations, which yield a power consumption of 155 m\.

Computing the dissipation of a complex circuit is complicated by the fyg ; factor,
also called the switching activity. While the switching activity is easily computed for an
inverter, it turns out to be far more complex in the case of higher-order gates and circuits.
One concern is that the switching activity of a network is a function of the nature and the
statistics of the input signals: If the input signals remain unchanged, no switching hap-
pens, and the dynamic power consumption is zero! On the other hand, rapidly changing
signals provoke plenty of switching and hence dissipation. Other factors influencing the
activity are the overall network topology and the function to be implemented. We can
accommodate this by another rewrite of the equation, or

2 2 2
den = C Vppfoe 1 = CLVbpPoe 1f = CereVpof (542

where f now presents the maximum possible event rate of the inputs (which is often the
clock rate) and P, 4 the probability that a clock event resultsina0® 1 (or power-con-
suming) event at the output of the gate. Cerr = Py 1C, is called the effective capacitance
and represents the average capacitance switched every clock cycle. For our example, an
activity factor of 10% (P 4 = 0.1) reduces the average consumption to 5 W.

Example 5.12 Switching activity

Consider the waveforms on the
right where the upper waveform
represents the idealized clock sig-  Clock L

nal, and the bottom one shows the
signal at the output of the gate.
Power consuming transitions Output signal J
occur 2 out of 8 times, which is

equivalent to atransition probabil-  Figure5.27 Clock and signal waveforms
ity of 0.25 (or 25%).

L ow Energy/Power Design Techniques

With the increasing complexity of the digital integrated circuits, it is anticipated that the power
problem will only worsen in future technologies. This is one of the reasons that lower supply
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voltages are becoming more and more attractive. Reducing Vpp has a quadratic effect on
Pgyn- For instance, reducing Vpp from 2.5V to 1.25 V for our example drops the power dissipa-
tion from 5 W to 1.25 W. This assumes that the same clock rate can be sustained. Figure 5.17
demonstrates that this assumption is not that unredlistic as long as the supply voltage is sub-
stantially higher than the threshold voltage. An important performance penalty occurs once
Vpp approaches 2 V.

When a lower bound on the supply voltage is set by external constraints (as often hap-
pens in real-world designs), or when the performance degradation due to lowering the supply
voltage is intolerable, the only means of reducing the dissipation is by lowering the effective
capacitance. This can be achieved by addressing both of its components: the physical capaci-
tance and the switching activity.

A reduction in the switching activity can only be accomplished at the logic and architec-
tural abstraction levels, and will be discussed in more detail in later Chapters. Lowering the
physical capacitance is an overall worthwhile goal, which also helps to improve the perfor-
mance of the circuit. As most of the capacitance in a combinational logic circuit is due to tran-
sistor capacitances (gate and diffusion), it makes sense to keep those contributions to a
minimum when designing for low power. This means that transistors should be kept to minimal
size whenever possible or reasonable. This definitely affects the performance of the circuit, but
the effect can be offset by using logic or architectural speed-up techniques. The only instances
where transistors should be sized up is when the load capacitance is dominated by extrinsic
capacitances (such as fan-out or wiring capacitance). This is contrary to common design prac-
tices used in cell libraries, where transistors are generally made large to accommodate a range
of loading and performance requirements.

The above observations lead to an interesting design challenge. Assume we have to min-
imize the energy dissipation of a circuit with a specified lower-bound on the performance. An
attractive approach is to lower the supply voltage as much as possible, and to compensate the
loss in performance by increasing the transistor sizes. Y et, the latter causes the capacitance to
increase. It may be foreseen that at a low enough supply voltage, the latter factor may start to
dominate and cause energy to increase with afurther drop in the supply voltage.

Example5.13 Transistor Sizing for Energy Minimization
To anayze the transistor-sizing for mini-

mum energy problem, we examine the sim- In
ple case of astatic CMOS inverter driving an 'J_
external load capacitance C,. To teke the TCa f

input loading effects into account, we !

assume that the inverter itself isdriven by a  Figure 5.28 CMOS inverter driving an external

minimum-sized device (Figure 5.28). The load capacitance Cg,, While being driven by a

goal is to minimize the energy dissipation of ~ minimum sized gate.

the complete circuit, while maintaining a

lower-bound on performance. The degrees of freedom are the size factor f of the inverter and

the supply voltage Vy, of the circuit. The propagation delay of the optimized circuit should

not be larger than that of areference circuit, chosen to have as parametersf =1 and Vg = V, -
Using the approach introduced in Section 5.4.3 (Szing a Chain of Inverters), we can

derive an expression for the propagation delay of the circuit,

Out
C

ext

|||—||—
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= tpoaﬁ+gg+eeﬁ+fgﬂﬂ

with F = (C,/Cyy) the overall effective fanout of the circuit t, is the intrinsic delay of the
inverter. Its dependence upon Vpy, is approximated by the following expression, derived from
Eqg. (5.21).

(5.43)

V
tyo ™ (5.44)
Voo — Ve
The energy dissipation for asingle transition at the input is easily found once the total capaci-
tance of the circuit is known, or

E = ViCau((1+9)(1+f)+F) (5.45)

The performance constraint now states that the propagation delay of the scaled circuit should
be equal (or smaller) to the delay of the reference circuit (f=1, Vyy = V,¢). To simplify the sub-
sequent analysis, we make the simplifying assumption that the intrinsic output capacitance of
the gate equals its gate capacitance, or g= 1. Hence,

I:o
t o2 +f+ a@+f+5p
L _"F — a&/oooaret ~ V1EGC f+_ (5.46)

tpfef tpOref(3 + F) eVrefﬂeVDD —VTEQQ 3+F B

Eqg. (5.46) establishes arelationship between the sizing factor f and the supply voltage, plotted
in Figure 5.29a for different values of F. Those curves show aclear minimum. Increasing the
size of the inverter from the minimum initially increases the performance, and hence allows
for a lowering of the supply voltage. This is fruitful until the optimum sizing factor of
f= JIE is reached, which should not surprise careful readers of the previous sections. Fur-
ther increases in the device sizes only increase the self-loading factor, deteriorate the perfor-
mance, and require an increase in supply voltage. Also observe that for the case of F=1, the
reference case is the best solution; any resizing just increases the self-loading.

1.5

1
5 f /2 ]
()
5
°
g 5
[
1S
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10
20
2 3 4 5 6 7 01 2 3 4 5 6 7
f f
@ ®)

Figure 5.29 Sizing of an inverter for energy-minimization. (a) Required supply voltage as a function of the sizing factor f
for different values of the overall effective fanout F; (b) Energy of scaled circuit (normalized with respect to the reference
case) asafunction of f. Vi = 2.5V, V;g = 0.5V.
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With the Vpp(f) relationship in hand, we can derive the energy of the scaled circuit
(normalized with respect to the reference circuit) as a function of the sizing factor f.

E _ a¥ops’a@+2f+Fp (5.47)
Eref eVrefg € 4+F 0@

Finding an analytical expression for the optimal sizing factor is possible, but yields a complex
and messy equation. A graphical approach isjust as effective. The resulting charts are plotted
in Figure 5.29b, from which a number of conclusions can be drawn:

« Devicesizing, combined with supply voltage reduction, isa very effective approach in
reducing the energy consumption of a logic network. This is especially true for net-
works with large effective fanouts, where energy reductions with ailmost a factor of 10 can
be observed. But the gain is also sizable for smaller values of F. The only exception isthe
F=1 case, where the minimum size deviceis also the most effective one.

« Oversizing the transistors beyond the optimal value comes at a hefty price in energy. This
is unfortunately a common approach in many of today’ s designs.

« Theoptima sizing factor for energy is smaller than the one for performance, especialy for
large values of F. For example, for a fanout of 20, f,,(energy) = 3.53, while f,,(perfor-
mance) = 4.47. Increasing the device sizes only leads to a minimal supply reduction once
Vpp Starts approaching V-, hence leading to very minimal energy gains.

I=

Dissipation Due to Direct-Path Currents

In actual designs, the assumption of the zero rise and fall times of the input wave formsis
not correct. The finite slope of the input signal causes a direct current path between Vpp
and GND for a short period of time during switching, while the NMOS and the PMOS
transistors are conducting simultaneously. This is illustrated in Figure 5.30. Under the
(reasonable) assumption that the resulting current spikes can be approximated as triangles
and that the inverter is symmetrical in itsrising and falling responses, we can compute the
energy consumed per switching period,

I eart I eart
Edp = VDDJDeZﬁ: + VDDJWZL = tsc VDDIpeak (5-48)
aswell asthe average power consumption
2
F)dp = ts:c VDDl peak f= Csc VDDf (5-49)

The direct-path power dissipation is proportional to the switching activity, similar to the
capacitive power dissipation. ty. represents the time both devices are conducting. For alin-
ear input slope, this time is reasonably well approximated by Eq. (5.50) where t, repre-
sents the 0-100% transition time.

%

ﬁ&

.



é chapter5.fm Page 215 Friday, January 18, 2002 9:01 AM

*

Section 5.5 Power, Energy, and Energy-Delay 215

:l_ Voo~ V1

f Vin e l Vout | t
d peak

Figure5.30 Short-circuit currents during transients.

t = VDD_2VTt » Vop=2Vr. L

5.50
SC VDD S VDD 08 ( )

| peak 1S determined by the saturation current of the devices and is hence directly pro-
portional to the sizes of the transistors. The peak current is also a strong function of the
ratio between input and output slopes. This relationship is best illustrated by the follow-
ing simple analysis: Consider a static CMOS inverter with a0 ® 1 transition at the input.
Assume first that the load capacitance is very large, so that the output fall time is signifi-
cantly larger than the input rise time (Figure 5.31a). Under those circumstances, the input

I_|
=5

i I&»0 e » lyax

(a) Large capacitive load (b) Small capacitive load

Figure5.31 Impact of load capacitance on short-circuit current.

moves through the transient region before the output starts to change. As the source-drain
voltage of the PMOS device is approximately O during that period, the device shuts off
without ever delivering any current. The short-circuit current is close to zero in this case.
Consider now the reverse case, where the output capacitance is very small, and the output
fall timeis substantially smaller than the input rise time (Figure 5.31b). The drain-source
voltage of the PMOS device equals Vp for most of the transition period, guaranteeing the
maximal short-circuit current (equa to the saturation current of the PMOS). This clearly

.
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represents the worst-case condition. The conclusions of the above analysis are confirmed
in Figure 5.32, which plots the short-circuit current through the NMOS transistor during a
low-to-high transition as a function of the load capacitance.

4
x 10

Figure5.32 CMOS inverter short-circuit current
through NMOS transistor as a function of the load
capacitance (for afixed input slope of 500 psec).

-0.5
0

time (sec) x 10-‘0
This analysis leads to the conclusion that the short-circuit dissipation is minimized
by making the output rise/fall time larger than the input rise/fall time. On the other hand,
making the output rise/fall time too large slows down the circuit and can cause short-cir-
cuit currents in the fan-out gates. This presents a perfect example of how local optimiza-
tion and forgetting the global picture can lead to an inferior solution.

Design Techniques

A more practical rule, which optimizes the power consumption in a global way, can be formu-
lated (Veendrick84]):

The power dissipation due to short-circuit currentsis minimized by matching the rise/fall
times of the input and output signals. At the overall circuit level, this means that rise/fall
times of all signals should be kept constant within arange.

Making the input and output rise times of agate identical is not the optimum solution for
that particular gate on its own, but keeps the overall short-circuit current within bounds. Thisis
shown in Figure 5.33, which plots the short-circuit energy dissipation of an inverter (normal-
ized with respect to the zero-input rise time dissipation) as a function of the ratio r between
input and output rise/fall times. When the load capacitance istoo small for agiven inverter size
(r > 2% 3 for Vpp = 5 V), the power is dominated by the short-circuit current. For very large
capacitance vaues, al power dissipation is devoted to charging and discharging the load
capacitance. When the rise/fall times of inputs and outputs are equalized, most power dissipa-
tion is associated with the dynamic power and only a minor fraction (< 10%) is devoted to
short-circuit currents.

Observe aso that the impact of short-circuit current is reduced when we lower the
supply voltage, as is apparent from Eg. (5.50). In the extreme case, when Vpp < Vy + [V,
short-circuit dissipation is completely eliminated, because both devices are never on
simultaneously. With threshold voltages scaling at a slower rate than the supply voltage, short-
circuit power dissipation is becoming of a lesser importance in deep-submicron technologies.
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WILJp = 1.125 um/0.25 pm

WIL|y = 0.375 um/0.25 pm
C_=30fF

norm

Figure5.33 Power dissipation of a static CMOS
inverter as afunction of the ratio between input
and output rise/fall times. The power is
normalized with respect to zero input rise-time

0 . . . . dissipation. At low values of the slope ratio, input-
0 1 2 3 4 5 output coupling leads to some extra dissipation.

t )t
sin sout

At a supply voltage of 2.5V and thresholds around 0.5 V, an input/output slope ratio of 2 is
needed to cause a 10% degradation in dissipation.

Finally, its is worth observing that the short-circuit power dissipation can be mod-
eled by adding a load capacitance Cq, = tyl el Vpp in paralel with C,, asis apparent in
Eq. (5.49). The value of this short-circuit capacitance is a function of Vpp, the transistor
sizes, and the input-output slope ratio.

55.2  Static Consumption

The static (or steady-state) power dissipation of acircuit is expressed by Eq. (5.51), where
| 4o IS the current that flows between the supply rails in the absence of switching activity

Pstat = lstatVop (551)

Ideally, the static current of the CMOS inverter is equal to zero, as the PMOS and
NMOS devices are never on simultaneoudly in steady-state operation. There is, unfortu-
nately, aleakage current flowing through the reverse-biased diode junctions of the transis-
tors, located between the source or drain and the substrate as shown in Figure 5.34. This
contribution is, in general, very small and can be ignored. For the device sizes under con-
sideration, the leakage current per unit drain area typically ranges between 10-100
pA/mm? at room temperature. For adie with 1 million gates, each with adrain area of 0.5
mm? and operated at a supply voltage of 2.5 V, the worst-case power consumption due to
diode leakage equals 0.125 mW, which is clearly not much of an issue.

However, be aware that the junction leakage currents are caused by thermally gener-
ated carriers. Their value increases with increasing junction temperature, and this occurs
in an exponential fashion. At 85°C (a common junction temperature limit for commercial
hardware), the leakage currents increase by afactor of 60 over their room-temperature val-
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VDD
VDD
| : : o Vour = Vop
J__ é Drain Leakage
B l LV Current

Subthreshold current Figure5.34 Sources of leakage currentsin
CMOSinverter (for V;, =0 V).

ues. Keeping the overall operation temperature of a circuit low is consequently a desirable
goal. Asthe temperature is a strong function of the dissipated heat and its removal mecha
nisms, this can only be accomplished by limiting the power dissipation of the circuit
and/or by using chip packages that support efficient heat removal.

An emerging source of leakage current is the subthreshold current of the transistors.
Asdiscussed in Chapter 3, an MOS transistor can experience a drain-source current, even
when Vg is smaller than the threshold voltage (Figure 5.35). The closer the threshold
voltage isto zero volts, the larger the leakage current at V5= 0V and the larger the static
power consumption. To offset this effect, the threshold voltage of the device has generally
been kept high enough. Standard processes feature V- values that are never smaller than
0.5-0.6V and that in some cases are even substantially higher (~ 0.75V).

This approach is being challenged by the reduction in supply voltages that typically
goes with deep-submicron technology scaling as became apparent in Figure 3.40. We con-
cluded earlier (Figure 5.17) that scaling the supply voltages while keeping the threshold
voltage constant results in an important loss in performance, especially when Vpp
approaches 2 V. One approach to address this performance issue is to scale the device
thresholds down as well. This moves the curve of Figure 5.17 to the left, which means that
the performance penalty for lowering the supply voltage is reduced. Unfortunately, the
threshold voltages are lower-bounded by the amount of allowable subthreshold leakage
current, as demonstrated in Figure 5.35. The choice of the threshold voltage hence repre-
sents a trade-off between performance and static power dissipation. The continued scaling
of the supply voltage predicted for the next generations of CMOS technologies however
forces the threshold voltages ever downwards, and makes subthreshold conduction adom-
inant source of power dissipation. Process technologies that contain devices with sharper
turn-off characteristic will therefore become more attractive. An example of the latter is
the SOI (Silicon-on-Insulator) technology whose MOS transistors have slope-factors that
are close to the ideal 60 mV/decade.

Example 5.14 Impact of threshold reduction on performance and static power dissipation

Consider a minimum size NMOS transistor in the 0.25 nm CMOS technology. In Chapter 3,
we derived that the slope factor S for this device equals 90 mV/decade. The off-current (at
Vs = 0) of the transistor for aV; of approximately 0.5V equals 10°*A (Figure 3.22). Reduc-
ing the threshold with 200 mV to 0.3 V multiplies the off-current of the transistors with afac-
tor of 170! Assuming amillion gate design with a supply voltage of 1.5V, thistrandatesinto
astatic power dissipation of 10°” 170" 10™**" 1.5 = 2.6 mW. A further reduction of the thresh-
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Figure5.35 Decreasing the threshold

increases the subthreshold current at Vg5 =
V;=0.2 V;=0.6 V. 0
GS :

old to 100 mV resultsin an unacceptable dissipation of almost 0.5 W! At that supply voltage,
the threshold reductions correspond to a performance improvement of 25% and 40%, respec-
tively.

Thislower bound on the thresholdsisin some sense artificial. The ideathat the leak-
age current in astatic CMOS circuit has to be zero is a preconception. Certainly, the pres-
ence of leakage currents degrades the noise margins, because the logic levels are no longer
equal to the supply rails. Aslong as the noise margins are within range, thisis not a com-
pelling issue. The leakage currents, of course, cause an increase in static power dissipa-
tion. Thisis offset by the drop in supply voltage, that is enabled by the reduced thresholds
at no cost in performance, and results in a quadratic reduction in dynamic power. For a
0.25 mm CMOS process, the following circuit configurations obtain the same perfor-
mance: 3V supply-0.7 V V; and 0.45 V supply-0.1 V V. The dynamic power consump-
tion of the latter is, however, 45 times smaller [Liu93]! Choosing the correct values of
supply and threshold voltages once again requires a trade-off. The optimal operation point
depends upon the activity of the circuit. In the presence of a sizable static power dissipa
tion, it is essential that non-active modules are powered down, lest static power dissipation
would become dominant. Power-down (also called standby) can be accomplished by dis-
connecting the unit from the supply rails, or by lowering the supply voltage.

5.5.3 Putting It All Together

The total power consumption of the CMOS inverter is now expressed as the sum of its
three components:

Piot = Payn* Pap*+ Pgiar = (CLVBb + Vip!pearts)foe 1+ Vool eak (552

In typical CMOS circuits, the capacitive dissipation is by far the dominant factor. The
direct-path consumption can be kept within bounds by careful design, and should hence
not be an issue. Leakage is ignorable at present, but this might change in the not too dis-
tant future.
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The Power-Delay Product, or Energy per Operation

In Chapter 1, we introduced the power-delay product (PDP) as a quality measure for a
logic gate.

PDP = P_t 5.53
avp

The PDP presents a measure of energy, as is apparent from the units (Wsec = Joule).
Assuming that the gate is switched at its maximum possible rate of f,,, = 1/(2t,), and
ignoring the contributions of the static and direct-path currents to the power consumption,
wefind

2
C.Voo
2

The PDP stands for the average energy consumed per switching event (thisis, for a
0® 1, or a 1® O transition). Remember that earlier we had defined E,, as the average
energy per switching cycle (or per energy-consuming event). As each inverter cycle con-
tainsa0® 1, and a 1® O transition, E,, hence is twice the PDP.

2
PDP = C_Vapfmadty = (5.54)

Ener gy-Delay Product

The validity of the PDP as a quality metric for a process technology or gate topology is
guestionable. It measures the energy needed to switch the gate, which is an important
property for sure. Yet for a given structure, this number can be made arbitrarily low by
reducing the supply voltage. From this perspective, the optimum voltage to run the circuit
at would be the lowest possible value that still ensures functionality. This comes at the
major expense in performance, at discussed earlier. A more relevant metric should com-
bine a measure of performance and energy. The energy-delay product (EDP) does exactly
that.

2
EDP = PDP" t, =P, 2 = € Voo,

avp 2 P (5.55)

It is worth analyzing the voltage dependence of the EDP. Higher supply voltages reduce
delay, but harm the energy, and the opposite is true for low voltages. An optimum opera
tion point should hence exist. Assuming that NMOS and PM OS transi stors have compara-
ble threshold and saturation voltages, we can simplify the propagation delay expression
Eqg. (5.21).

t»M

(5.56)
P VDD - VTe

where \4/Te = V7 + Vpaear/2, and a technology parameter. Combining Eq. (5.55) and Eq.
(5.56),

4 This equation is only accurate as long as the devices remain in velocity saturation, which is probably
not the case for the lower supply voltages. This introduces some inaccuracy in the analysis, but will not distort
the overall result.
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2\ 3
EDP = —21Voo

= — "L DD 55
2(Vpp —V1e) (550

The optimum supply voltage can be obtained by taking the derivative of Eq. (5.57) with
respect to Vpp, and equating the result to 0.

3
Vooopt = 5Vre (5.58)

The remarkable outcome from this analysis is the low value of the supply voltage
that simultaneously optimizes performance and energy. For sub-micron technologies with
thresholdsin the range of 0.5 V, the optimum supply is situated around 1 V.

Example5.15 Optimum supply voltage for 0.25 mm CMOSinverter

From the technology parameters for our generic CMOS process presented in Chapter 3, the
value of V¢ can be derived.

Vy, = 043V, Vg = 0.63V, Vog, = 0.74 V.
Vip = 04V, Vpgyp = -1V, Vg, = -0.9V.
Ve » (VrentVig)/2 = 0.8V

Hence, Vppoy = (3/2) © 0.8V = 1.2V. The simulated graphs of Figure 5.36, plotting normal-
ized delay, energy, and energy-delay product, confirm this result. The optimum supply volt-
age is predicted to equal 1.1 V. The charts clearly illustrate the trade-off between delay and

energy.
15
Energy-Delay
E 10}
2
s
3
Figure5.36 Normalized delay, energy,
| — | and energy-delay plotsfor CMOS inverter in
0 . : . 0.25 mm CMOS technology.
0.5 1 15 2 25
VDD(V)
I

WARNING: While the above example demonstrates that there exists a supply voltage
that minimizes the energy-delay product of a gate, this voltage does not necessarily repre-
sent the optimum voltage for a given design problem. For instance, some designs require a
minimum performance, which requires a higher voltage at the expense of energy. Simi-
larly, a lower-energy design is possible by operating by circuit at a lower voltage and by
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obtaining the overall system performance through the use of architectural techniques such

as pipelining or concurrency.
I

5.5.4  Analyzing Power Consumption Using SPICE

A definition of the average power consumption of acircuit was provided in Chapter 1, and
is repeated here for the sake of convenience.

T T
1 V .

Pay = Zep(dt = %DGDD(t)dt (5.59)
0 0

with T the period of interest, and Vpp and ipp the supply voltage and current, respectively.
Some implementations of SPICE provide built-in functions to measure the average value
of acircuit signal. For instance, the HSPICE .MEASURE TRAN |(VDD) AVG command
computes the area under a computed transient response (I(VDD)) and divides it by the
period of interest. Thisisidentical to the definition given in Eg. (5.59). Other implementa-
tions of SPICE are, unfortunately, not as extensive. Thisis not as bad as it seems, aslong
as one realizes that SPICE is actually a differential equation solver. A small circuit can
easily be conceived that acts as an integrator and whose output signal is nothing but the
average power.

Consider, for instance, the circuit of Figure 5.37. The current delivered by the power
supply is measured by the current-controlled current source and integrated on the capaci-
tor C. The resistance R is only provided for DC-convergence reasons and should be cho-
sen as high as possible to minimize leakage. A clever choice of the element parameter
ensures that the output voltage P,, equals the average power consumption. The operation
of the circuit is summarized in Eq. (5.60) under the assumption that the initial voltage on
the capacitor C is zero.

dP :
C— % = Kipp

dt
or (5.60)

T
K «
Pav = EGDDdt
0
Equating Eqg. (5.59) and Eg. (5.60) yields the necessary conditions for the equivalent

circuit parameters: k/C = Vpp/T. Under these circumstances, the equivalent circuit shown
presents a convenient means of tracking the average power in adigital circuit.

Example5.16 Average Power of Inverter

The average power consumption of the inverter of Example 5.4 is analyzed using the above
technique for a toggle period of 250 psec (T = 250 psec, k = 1, Vpp = 2.5V, hence C = 100
pF). The resulting power consumption is plotted in Figure 5.38, showing an average power
consumption of approximately 157.3 miW. The .MEAS AVG command yields a value of

%

ﬁ&
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Figure5.37 Equivalent circuit to measure average power in SPICE.

160.32 MWV, which demonstrates the approximate equivalence of both methods. These num-
bers are equivalent to an energy of 39 fJ (which is close to the 37.5 fJ derived in Example
5.11). Observe the dightly negative dip during the high-to-low transition. This is due to the
injection of current into the supply, when the output briefly overshoots Vpp as aresult of the
capacitive coupling between input and output (as is apparent from in the transient response of

Figure 5.16).
x10"
1.8
16 Average Power
Nl (over one cycle)
1.4
1.2+
_ V0@ 1
2 1
5
208
0.6
0.4
0.2
o , , , . Figure 5.38 Deriving the power
0 08 ! 18 2 25 consumption using SPICE.

t (sec) -10

5.6 Perspective: Technology Scaling and its Impact on the Inverter
Metrics

In section 3.5, we have explored the impact of the scaling of technology on the some of
the important design parameters such as area, delay, and power. For the sake of clarity, we
repeat here some of the most important entries in the resulting scaling table (Table 3.8).

Table5.4 Scaling scenarios for short-channel devices (Sand U represent the technology and voltage
scaling parameters, respectively).

Parameter Relation Full Scaling General Scaling | Fixed-Voltage Scaling
Area/Device WL s s s
Intrinsic Delay RonCoate s s s

4~ ~¢/
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Table5.4 Scaling scenarios for short-channel devices (Sand U represent the technology and voltage
scaling parameters, respectively).

Parameter Relation Full Scaling General Scaling | Fixed-Voltage Scaling
Intrinsic Energy CyateV” us 1/su? Us
Intrinsic Power Energy/Delay e 1U? 1
Power Density P/Area 1 FIu? g

To validity of these theoretical projec- 1
tions can be verified by looking back and
observing the trends during the past decades.
From Figure 5.39, we can derive that the gate
delay indeed decreases exponentially at a rate
of 13%lyear, or halving every five years. This 1’
rate is on course with the prediction of Table
5.4, since S averages approximately 1.15 as .
we had already observed in Figure 3.39. The
delay of a 2-input NAND gate with afanout of
four has gone from tens of nanoseconds in the 1 et 00 2010
1960s to a tenth of a nanosecond in the Year ;.\ o5 29 scaling of the gate deay (from
2000, and is projected to be afew tens of pico- [pyiyeg)).
seconds by 2010.

Reducing power dissipation has only been a second-order priority until recently.
Hence, statistics on dissipation-per-gate or design are only marginally available. An inter-
esting chart is shown in Figure 5.40, which plots the power density measured over alarge
number of designs produced between 1980 and 1995. Although the variation is
large—even for afixed technology—it shows the power density to increase approximately
with . This is in correspondence with the fixed-voltage scaling scenario presented in
Table 5.4. For more recent years, we expect a scenario more in line with the full-scaling
model—which predicts a constant power density—due to the accelerated supply-voltage
scaling and the increased attention to power-reducing design techniques. Even under these
circumstances, power dissipation-per-chip will continue to increase due to the ever-larger
diesizes.

The presented scaling model has one fatal flaw however: the performance and
power predictions produce purely “intrinsic” numbers that take only device parameters
into account. In Chapter 4, it was concluded that the interconnect wires exhibit a different
scaling behavior, and that wire parasitics may come to dominate the overall performance.
Similarly, charging and discharging the wire capacitances may dominate the energy bud-
get. To get a crisper perspective, one has to construct a combined model that considers
device and wire scaling model s simultaneously. Theimpact of the wire capacitance and its
scaling behavior is summarized in Table 5.5. We adopt the fixed-resistance model intro-
duced in Chapter 4. We furthermore assume that the resistance of the driver dominates the
wire resistance, which is definitely the case for short to medium-long wires.

gate delay (ns)

%

—
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Table5.5 Scaling scenarios for wire capacitance. Sand U represent the technology and voltage scaling
parameters, respectively, while § stands for the wire-length scaling factor. e, represents the impact of fringing
and inter-wire capacitances.

Parameter Relation General Scaling
Wire Capacitance WL/t e/S
Wire Delay RonCint e/S
Wire Energy CinV? e/ U?
Wire Delay / Intrinsic Delay eSS
Wire Energy / Intrinsic Energy eSS

The model predicts that the interconnect-caused delay (and energy) gain in impor-
tance with the scaling of technology. Thisimpact islimited to an increase with e, for short
wires (S= §), but it becomes increasingly more outspoken for medium-range and long
wires (S < 9). These conclusions have been confirmed by a number of studies, an exam-
ple of which is shown in Figure 5.41. How the ratio of wire over intrinsic contributions
will actually evolve is debatable, asit depends upon awide range of independent parame-
ters such as system architecture, design methodology, transistor sizing, and interconnect
materials. The doom-day scenario that interconnect may cause CMOS performance to sat-
urate in the very near future hence may be exaggerated. Yet, it is clear to that increased
attention to interconnect is an absolute necessity, and may change the way the next-gener-
ation circuits are designed and optimized (e.g. [Sylvester99]).

.
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5.7 Summary

This chapter presented a rigorous and in-depth analysis of the static CMOS inverter. The
key characteristics of the gate are summarized:

e The static CMOS inverter combines a pull-up PMOS section with a pull-down
NMOS device. The PMOS is normally made wider than the NMOS due to its infe-
rior current-driving capabilities.

» Thegate has an amost ideal voltage-transfer characteristic. Thelogic swingisequal
to the supply voltage and is not a function of the transistor sizes. The noise margins
of a symmetrical inverter (where PMOS and NMOS transistor have equal current-
driving strength) approach Vpp/2. The steady-state response is not affected by fan-
out.

* Its propagation delay is dominated by the time it takes to charge or discharge the
load capacitor C,. To afirst order, it can be approximated as

_ a,Re nt Re lo)

ty = O.69CLé—°|—qP2 p
Keeping the load capacitance small is the most effective means of implementing
high-performance circuits. Transistor sizing may help to improve performance as

long as the delay is dominated by the extrinsic (or load) capacitance of fanout and
wiring.

e The power dissipation is dominated by the dynamic power consumed in charging
and discharging the load capacitor. It is given by Pyg ; C, Vppf. The dissipation is
proportional to the activity in the network. The dissipation due to the direct-path
currents occurring during switching can be limited by careful tailoring of the signal

® s
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dopes. The static dissipation can usualy be ignored but might become a major fac-
tor in the future as aresult of subthreshold currents.

» Scaling the technology is an effective means of reducing the area, propagation delay
and power consumption of a gate. The impact is even more striking if the supply
voltage is scaled simultaneously.

» The interconnect component is gradually taking a larger fraction of the delay and
performance budget.

5.8 ToProbeFurther

The operation of the CMOS inverter has been the topic of numerous publications and text-
books. Virtually every book on digital design devotes a substantial number of pagesto the
analysis of the basic inverter gate. An extensive list of references was presented in Chapter
1. Some references of particular interest that were explicitly quoted in this chapter are
given below.
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5.9 Exercisesand Design Problems

For all problems, use the device parameters provided in Chapter 3 (as well as the inside back cover),
unless otherwise mentioned.

DESIGN PROBLEM

Using the 1.2 mm CMOS introduced in Chapter 2, design a static CMOS
inverter that meets the following requirements:

1. Matched pull-up and pull-down times (i.€., toy = ty )

2. t,=5nsec (0.1 nsec).
The load capacitance connected to the output is equal to 4 pF. Notice that this
capacitance is substantially larger than the internal capacitances of the gate.

Determine the W and L of the transistors. To reduce the parasitics, use

minimal lengths (L = 1.2 mm) for all transistors. Verify and optimize the design
using SPICE after proposing a first design using manual computations. Com-
pute also the energy consumed per transition. If you have a layout editor (such
as MAGIC) available, perform the physical design, extract the real circuit
parameters, and compare the simulated results with the ones obtained earlier.
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6.1 Introduction

The design considerations for a simple inverter circuit were presented in the previous
chapter. Now, we will extend this discussion to address the synthesis of arbitrary digital
gates such as NOR, NAND and XOR. The focus is on combinational logic (or non-regen-
erative) circuits; thisis, circuits that have the property that at any point in time, the output
of the circuit is related to its current input signals by some Boolean expression (assuming
that the transients through the logic gates have settled). No intentional connection between
outputs and inputsis present.

Thisisin contrast to another class of circuits, known as sequential or regenerative,
for which the output is not only a function of the current input data, but also of previous
values of the input signals (Figure 6.1). This is accomplished by connecting one or more
outputs intentionally back to some inputs. Consequently, the circuit “remembers’ past
events and has a sense of history. A sequentia circuit includes a combinational logic por-
tion and amodule that holds the state. Example circuits are registers, counters, oscillators,
and memory. Sequential circuits are the topic of the next Chapter.

) > L >
Combinational [—» In ——p| Combinational Out
In ——Pp Logic Out —Pp Logic
ircui Circuit
Circuit ) >
= — |
State
(a) Combinational (b) Sequential

Figure 6.1 High level classification of logic circuits.

There are numerous circuit styles to implement a given logic function. As with the
inverter, the common design metrics by which a gate is evaluated are area, speed, energy
and power. Depending on the application, the emphasis will be on different metrics. For
instance, the switching speed of digital circuits is the primary metric in a high-perfor-
mance processor, while it is energy dissipation in a battery operated circuit. In addition to
these metrics, robustness to noise and reliability are also very important considerations.
We will see that certain logic styles can significantly improve performance, but are more
sensitive to noise. Recently, power dissipation has also become a very important require-
ment and significant emphasis is placed on understanding the sources of power and
approaches to deal with power.

6.2 Static CMOS Design

The most widely used logic style is static complementary CMOS. The static CMOS style
is realy an extension of the static CMOS inverter to multiple inputs. In review, the pri-
mary advantage of the CMOS structure is robustness (i.e, low sensitivity to noise), good
performance, and low power consumption with no static power dissipation. Most of those
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properties are carried over to large fan-in logic gates implemented using a similar circuit
topology.

The complementary CMOS circuit style falls under a broad class of logic circuits
called static circuits in which at every point in time (except during the switching tran-
sients), each gate output is connected to either Vp, or Vg via alow-resistance path. Also,
the outputs of the gates assume at all times the value of the Boolean function implemented
by the circuit (ignoring, once again, the transient effects during switching periods). Thisis
in contrast to the dynamic circuit class, which relies on temporary storage of signal values
on the capacitance of high-impedance circuit nodes. The latter approach has the advantage
that the resulting gate is simpler and faster. Its design and operation are however more
involved and prone to failure due to an increased sensitivity to noise.

In this section, we sequentialy address the design of various static circuit flavors
including complementary CMOS, ratioed logic (pseudo-NMOS and DCVSL), and pass-
transistor logic. The issues of scaling to lower power supply voltages and threshold volt-
ages will also be dealt with.

6.2.1 Complementary CMOS

Concept

A static CMOS gate is a combination of two networks, called the pull-up network (PUN)
and the pull-down network (PDN) (Figure 6.2). The figure shows a generic N input logic
gate where all inputs are distributed to both the pull-up and pull-down networks. The func-
tion of the PUN is to provide a connection between the output and Vpp anytime the output
of the logic gate is meant to be 1 (based on the inputs). Similarly, the function of the PDN
isto connect the output to Vg when the output of the logic gate is meant to be 0. The PUN
and PDN networks are constructed in a mutually exclusive fashion such that one and only
one of the networks is conducting in steady state. In thisway, once the transients have set-
tled, a path always exists between Vp and the output F, realizing a high output (“one”),
or, dternatively, between Vg and F for alow output (“zero”). Thisis equivalent to stating
that the output node is always a low-impedance node in steady state.

VDD
In l
1
In, PUN pull-up: make a connection from V, to F when

F(Ing,Iny, ... Iny) =1
Iny

O F (Ing,In,, ... In,)

T...ffi .11

n: PDN pull-down: make a connection from Vp to Vg when
F(Iny,In,, ... In)) =0
Iny
1
Vss

Figure 6.2 Complementary logic gate as a combination of a PUN (pull-up network) and a
PDN (pull-down network).
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In constructing the PDN and PUN networks, the following observations should be

kept in mind:

» A transistor can be thought of as a switch controlled by its gate signal. An NMOS

switch is on when the controlling signal is high and is off when the controlling signal
islow. A PMOS transistor acts as an inverse switch that is on when the controlling
signal islow and off when the controlling signal is high.

The PDN is constructed using NMOS devices, while PMOS transistors are used in
the PUN. The primary reason for this choice is that NMOS transistors produce
“strong zeros,” and PMOS devices generate “strong ones’. To illustrate this, con-
sider the examples shown in Figure 6.3. In Figure 6.3a, the output capacitanceisini-
tially charged to Vpp. Two possible discharge scenarios are shown. An NMOS
device pulls the output all the way down to GND, while a PMOS lowers the output
no further than [V,| — the PMOS turns off at that point, and stops contributing dis-
charge current. NMOS transistors are hence the preferred devicesin the PDN. Simi-
larly, two alternative approaches to charging up a capacitor are shown in Figure
6.3b, with the output initially at GND. A PMOS switch succeeds in charging the
output al the way to Vpp, while the NMOS device fails to raise the output above
Vpp-Vrn- This explains why PMOS transistors are preferentially used in a PUN.

out Voo®O0 out  Voo® [Vrol

Voo N To i_fl TC

(a) pulling down a node using NMOS and_PMOS switches Figure 6.3 Simple examples

- illustrate why an NMOS should be
used as a pull-down, and a PMOS
0® Vpp- Vry ﬂ 0® Vpp should be used as a pull-up device.
— Out

1< TG

(b) pulling down a node using NMOS and PMOS switches

e A set of construction rules can be derived to construct logic functions (Figure 6.4).

NMOS devices connected in series corresponds to an AND function. With all the
inputs high, the series combination conducts and the value at one end of the chainis
transferred to the other end. Similarly, NMOS transistors connected in parallel rep-
resent an OR function. A conducting path exists between the output and input termi-
nal if at least one of the inputs is high. Using similar arguments, construction rules
for PMOS networks can be formulated. A series connection of PMOS conducts if
both inputs are low, representing aNOR function (A.B = A+B), while PMOS transis-
torsin parallel implement aNAND (A+B = A-B.

Using De Morgan's theorems ((A + B) = AB and A-B = A + B), it can be shown that
the pull-up and pull-down networks of a complementary CMOS structure are dual
networks. This means that a parallel connection of transistorsin the pull-up network
corresponds to a series connection of the corresponding devices in the pull-down
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. - B A
Series Combination | ) A _I Parallel Combination
ConductsifA-B T [T I Conducts if A+ B
(a) series (b) parallel

Figure 6.4 NMOS logic rules — series devices implement an AND, and parallel devices

implement an OR.
network, and vice versa. Therefore, to construct a CMOS gate, one of the networks
(e.g., PDN) is implemented using combinations of series and parallel devices. The
other network (i.e., PUN) is obtained using duality principle by walking the hierar-
chy, replacing series sub-nets with parallel sub-nets, and parallel sub-nets with
series sub-nets. The complete CMOS gate is constructed by combining the PDN
with the PUN.

» The complementary gate is naturally inverting, implementing only functions such as
NAND, NOR, and XNOR. The redlization of a non-inverting Boolean function
(such as AND OR, or XOR) in asingle stage is not possible, and requires the addi-
tion of an extrainverter stage.

» The number of transistors required to implement an N-input logic gate is 2N.

Example 6.1 Two-input NAND Gate

Figure 6.5 shows a two-input NAND gate (F = A-B). The PDN network consists of two
NMOS devices in series that conduct when both A and B are high. The PUN is the dua net-
work, and consists of two parallel PMOS transistors. This meansthat Fis1if A=0or B=0,
which is equivalent to F = A-B. The truth table for the simple two input NAND gate is given
in Table 6.1. It can be verified that the output F is always connected to either Vpp or GND,
but never to both at the same time.

VDD
Table 6.1Truth Table for 2 input NAND

A 0—4 80-4
A B F
o F 0 0 1
°_| 0 1 1

A

1 0 1
1 1 0

o~

Figure 6.5 Two-input NAND gate in complementary static CMOS style.

Example 6.2 Synthesisof complex CMOS Gate

Using complementary CMOS logic, consider the synthesis of a complex CMOS gate whose
functionisF =D + A (B +C). Thefirst step in the synthesis of the logic gate is to derive the
pull-down network as shown in Figure 6.6a by using the fact that NMOS devices in series
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implements the AND function and parallel device implements the OR function. The next step
isto use duality to derive the PUN in a hierarchical fashion. The PDN network is broken into
smaller networks (i.e., subset of the PDN) called sub-nets that simplify the derivation of the
PUN. In Figure 6.6b, the sub-nets (SN) for the pull-down network are identified At the top
level, SN1 and SN2 are in parallel so in the dual network, they will be in series. Since SN1
consists of asingle transistor, it maps directly to the pull-up network. On the other hand, we
need to recursively apply the dudlity rules to SN2. Inside SN2, we have SN3 and SN4 in
series so in the PUN they will appear in parallel. Finally, inside SN3, the devices are in paral-
lel so they appear in seriesin the PUN. The complete gateis shown in Figure 6.6¢. The reader
can verify that for every possible input combination, there always exists a path to either Vpp
or GND.

F
a
o
e[ o
(a) pull-down network (b) Deriving the pull-up network
hierarchically by identifying
sub-nets

Figure 6.6 Complex complementary CMOS gate.

(c) complete gate

Static Properties of Complementary CM OS Gates

Complementary CMOS gates inherit all the nice properties of the basic CMOS inverter.
They exhibit rail to rail swing with Vo = Vpp and Vg = GND. The circuits also have no
static power dissipation, since the circuits are designed such that the pull-down and pull-
up networks are mutually exclusive. The analysis of the DC voltage transfer characteris-
tics and the noise margins is more complicated then for the inverter, as these parameters
depend upon the data input patterns applied to gate.

Consider the static two-input NAND gate shown in Figure 6.7. Three possible input
combinations switch the output of the gate from high-to-low: (8 A=B=0® 1, (b) A=1,
B=0® 1,and(c) B=1, A=0® 1. Theresulting voltage transfer curves display signifi-
cant differences. The large variation between case (a) and the others (b & ¢) is explained
by the fact that in the former case both transistors in the pull-up network are on simulta-
neously for A=B=0, representing a strong pull-up. In the latter cases, only one of the pull-
up devicesis on. The VTC is shifted to the left as a result of the weaker PUN.

The difference between (b) and (c) results mainly from the state of the internal node
int between the two NMOS devices. For the NMOS devices to turn on, both gate-to-
source voltages must be above V,, with Vg = V, - Vpg and Vg = V. The threshold
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3.0

0%.0 1.0 2.0 3.0
Vi V

Figure 6.7 The VTC of a two-input NAND is data-dependent. NMOS devices are

0.5nm/0.25mm while the PMOS devices are sized at 0.75mm/0.25mm.

voltage of transistor M, will be higher than transistor M, due to the body effect. The

threshold voltages of the two devices are given by:

VTn2 = thO + g((«/ |2f f| + Vint) - «/|2f f|) (6-1)
VTnl = thO (6-2)

For case (b), M is turned off, and the gate voltage of M, is set to Vpp. To afirst
order, M, may be considered as aresistor in serieswith M;. Since the drive on M, islarge,
this resistance is small and has only a small effect on the voltage transfer characteristics.
In case (c), transistor M1 acts as aresistor, causing body effect in M,. The overall impact
is quite small as seen from the plot.

Design Consideration

The important point to take away from the above discussion is that the noise margins are
input-pattern dependent. For the above example, a glitch on only one of the two inputs has a
larger chance of creating a false transition at the output than when the glitch would occur on
both inputs simultaneously. Therefore, the former condition has a lower low noise margin. A
common practice when characterizing gates such as NAND and NOR is to connect al the
inputs together. This unfortunately does not represent the worst-case static behavior. The data
dependencies should be carefully modeled.

In

Propagation Delay of Complementary CMOS Gates

The computation of propagation delay proceeds in a fashion similar to the static inverter.
For the purpose of delay analysis, each transistor is modeled as aresistor in series with an
ideal switch. The value of the resistance is dependent on the power supply voltage and an
equivalent large signal resistance, scaled by the ratio of device width over length, must be
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used. The logic is transformed into an equivalent RC network that includes the effect of
internal node capacitances. Figure 6.8 shows the two-input NAND gate and its equival ent
RC switch level model. Note that the internal node capacitance C;,, —attributable to the
source/drain regions and the gate overlap capacitance of M,/M,;— isincluded. While com-
plicating the analysis, the capacitance of the internal nodes can have quite an impact in
some networks such as large fan-in gates. In afirst pass, we ignore the effect of the inter-
nal capacitance.

Figure 6.8 Equivalent RC
model for a 2-input NAND gate.

(a) Two-input NAND (b) RC equivalent model

A simple analysis of the model shows that—similar to the noise margins—the
propagation delay depends upon the input patterns. Consider for instance the low-to-
high transition. Three possible input scenarios can be identified for charging the output to
Vpp- If both inputs are driven low, the two PMOS devices are on. The delay in thiscaseis
0.69" (R/2) " C,, sincethetworesistorsarein paralel. Thisisnot the worst-case low-to-
high transition, which occurs when only one device turnson, and isgiven by 0.69 "~ R,”
C, . For the pull-down path, the output is discharged only if both A and B are switched
high, and the delay is given by 0.69 ~ (2R,) = C_ to afirst order. In other words, adding
devices in series lows down the circuit, and devices must be made wider to avoid a per-
formance penalty. When sizing the transistors in a gate with multiple fan-in's, we should
pick the combination of inputs that triggers the worst-case conditions.

For example, for a NAND gate to have the same pull-down delay (t,,) as a mini-
mum-sized inverter, the NMOS devices in the NAND stack must be made twice as wide
so that the equivalent resistance the NAND pull-down is the same as the inverter. The
PMOS devices can remain unchanged.

This first-order analysis assumes that the extra capacitance introduced by widening
the transistors can be ignored. Thisis not a good assumption in general, but allows for a
reasonable first cut at device sizing.

Example 6.3 Delay dependence on input patterns

Consider the NAND gate of Figure 6.8a. Assume NMOS and PMOS devices of
0.5mm/0.25nm and 0.75mm/0.25mm, respectively. This sizing should result in approximately
equal worst-case rise and fall times (since the effective resistance of the pull-down is
designed to be equal to the pull-up resistance).
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Figure 6.9 shows the simulated low-to-high delay for different input patterns. As
expected, the case where both inputs transition go low (A = B = 1® 0) results in a smaller
delay, compared to the case where only one input is driven low. Notice that the worst-case
low-to-high delay depends upon which input (A or B) goes low. The reason for this involves
the internal node capacitance of the pull-down stack (i.e., the source of M,). For the case that
B =1 and A transitions from 1® 0, the pull-up PMOS device only has to charge up the output
node capacitance since M, is turned off. On the other hand, for the case where A=1 and B tran-
sitions from 1® 0, the pull-up PMOS device has to charge up the sum of the output and the
internal node capacitances, which dows down the transition.

3.0 " "
A=B=1®0 Input Data Delay
Pattern (psec)
2.0
A=B=0®1 69
10 A=1,B=1®0| A=1,B=0®1 62
A=1®0, B =1 A=0®1,B=1 50
0.0 A=B=1®0 35
A=1,B=1®0 76
1.0 . . . A=1®0,B=1 57
~0 100 200 300 400

time, psec
Figure 6.9 Example showing the delay dependence on input patterns.

Thetable in Figure 6.9 shows a compilation of various delays for this circuit. The first-
order transistor sizing indeed provides approximately equal rise and fall delays. An important
point to note is that the high-to-low propagation delay depends on the state of the internal
nodes. For example, when both inputs transition from 0® 1, it is important to establish the
state of the internal node. The worst-case happens when the interna node is charged up to
Vpp-V1n: The worst case can be ensured by pulsing the A input from 1 ® 0® 1, while input B
only makesthe O® 1. In thisway, the internal nodeisinitialized properly.

The important point to take away from this example is that estimation of delay can be
fairly complex, and requires a careful consideration of internal node capacitances and data
patterns. Care must be taken to model the worst-case scenario in the simulations. A brute
force approach that applies al possible input patterns, may not always work asit isimportant
to consider the state of internal nodes.

The CMOS implementation of aNOR gate (F = A + B) isshown in Figure 6.10. The

output of this network is high, if and only if both inputs A and B are low. The worst-case
pull-down transition happens when only one of the NMOS devices turns on (i.e., if either
A or B is high). Assume that the goal is to size the NOR gate such that it has approxi-
mately the same delay as an inverter with the following device sizess NMOS
0.5mm/0.25mm and PMOS 1.5mm/0.25mm. Since the pull-down path in the worst caseis a
single device, the NMOS devices (M; and M,) can have the same device widths as the
NMOS device in the inverter. For the output to be pulled high, both devices must be
turned on. Since the resistances add, the devices must be made two times larger compared
to the PMOS in the inverter (i.e., M; and M, must have a size of 3nm/0.25nmm). Since
PMOS devices have alower mobility relative to NMOS devices, stacking devicesin series
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must be avoided as much as possible. A NAND implementation is clearly preferred over a
NOR implementation for implementing generic logic.

Voo Vop
Re
B—q [ M _ ?
B E Figure 6.10 Sizing of a NOR gate to
A_q M Rp C produce the same delay as an inverter with
: _ L om size of NMOS: 0.5mm/0.25nm and PMOS:
F A = . 1.5mMm/0.25mm.
M
A H i Ru FRy ==
A B e

Problem 6.1 Transistor Sizingin Complementary CMOS Gates

Determine the transistor sizes of the individual transistors in Figure 6.6c such that it has
approximately the same t,, and ty, as a inverter with the following sizes: NMOS:
0.5nm/0.25mm and PMOS: 1.5mm/0.25mm.

So far in the analysis of propagation delay, we have ignored the effect of internal
node capacitances. This is often a reasonable assumption for a first-order analysis. How-
ever, in more complex logic gates that have large fan-in, the internal node capacitances
can become significant. Consider a 4-input NAND gate as shown in Figure 6.11, which
shows the equivalent RC model of the gate, including the internal node capacitances. The
internal capacitances consist of the junction capacitance of the transistors, as well as the
gate-to-source and gate-to-drain capacitances. The latter are turned into capacitances to
ground using the Miller equivalence. The delay analysis for such acircuit involves solving
distributed RC networks, a problem we already encountered when analyzing the delay of
interconnect networks. Consider the pull-down delay of the circuit. The output is dis-
charged when all inputs are driven high. The proper initial conditions must be placed on
the internal nodes (this is, the interna nodes must be charged to Vpp-Vyy) before the
inputs are driven high.

Vop Voo
Rs $Rs $R/TRg
A —d[M; B—[M;c—[M, D Mzl B o 5
F
1 F I
A 4 L

R
c —| 2 2 C,
] C e
Rl
D —l My Ci  Figure 6.11 Four input NAND

;— D Y gate and its RC model.
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The propagation delay can be computed using the EImore delay model and is
approximated as:

toHL = 0.69(Ry>Cy+(Ry +Ry) 3 Cy+ (Ry +Ry+R3)3Ca+ (R +Ry + Ry +R,) 3 C) (6.3)

Notice that the resistance of M, appearsin al the terms, which makes this device
especialy important when attempting to minimize delay. Assuming that all NMOS
devices have an equal size, Eq. (6.3) smplifiesto

t = 0.69R\(Cy +2xC,+3%Cy+4xC) (6.4)

pHL

Example 6.4 A Four-Input Complementary CMOSNAND Gate

In this example, the intrinsic propagation delay of the 4 input NAND gate (without any |oad-
ing) is evaluated using hand analysis and simulation. Assume that all NMOS devices have a
WL of 0.5nm/0.25mm, and all PMOS devices have a device size of 0.375mm/0.25mm. The
layout of afour-input NAND gate is shown in Figure 6.12. The devices are sized such that the
worst case rise and fall time are approximately equal (to first order ignoring the internal node
capacitances).

Using techniques similar to those employed for the CMOS inverter in Chapter 3, the
capacitances values can be computed from the layout. Notice that in the pull-up path, the
PMOS devices share the drain terminal in order to reduce the overall parasitic contribution to
the output. Using our standard design rules, the area and perimeter for various devices can be
easily computed as shown in Table 6.1

In this example, we will focus on the pull-down delay, and the capacitances will be
computed for the high-to-low transition at the output. While the output makes a transition
from Vpp to O, the internal nodes only transition from Vpp-Vy, to GND. We would need to
linearize the internal junction capacitances for this voltage transition, but, to simplify the
analysis, we will use the same K; for the internal nodes as for the output node.

GND i

Figure 6.12 Layout a four-input NAND gate in complementary CMOS.
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Table 6.1 Area and perimeter of transistors in 4 input NAND gate.

Transistor | W (mm) AS (Mm?) AD (mm?) PS (mm) PD(mm)
1 0.5 0.3125 0.0625 1.75 0.25
2 0.5 0.0625 0.0625 0.25 0.25
3 0.5 0.0625 0.0625 0.25 0.25
4 0.5 0.0625 0.3125 0.25 1.75
5 0.375 0.296875 0.171875 1.875 0.875
6 0.375 0.171875 0.171875 0.875 0.875
7 0.375 0.171875 0.171875 0.875 0.875
8 0.375 0.296875 0.171875 1.875 0.875

It is assumed that the output connects to a single, minimum-size inverter. The effect of
intra-cell routing, which is small, is ignored. The various contributions are summarized in
Table 6.2. For the NMOS and PMOS junctions, we use K, = 0.57, Kgyq, = 0.61, and K,
= 0.79, Kggew = 0.86, respectively. Notice that the gate-to-drain capacitance is multiplied
by a factor of two for all internal nodes and the output node to account for the Miller
effect (this ignores the fact that the internal nodes have a slightly smaller swing due to
the threshold drop).

Table 6.2 Computation of capacitances for high-to-low transition at the output. The table shows
the intrinsic delay of the gate without extra loading. Any fan-out capacitance would simply be
added to the C, term.

Capacitor Contributions (H® L) Value (fF) (H® L)

C, Car+Ceo+2* Cyy +2* Cy (0.57 * 0.0625 * 2+ 0.61* 0.25* 0.28) +
(0.57* 0.0625 * 2+ 0.61* 0.25* 0.28) +
2*(0.31* 0.5) + 2* (0.31* 0.5) = 0.85(F

c, Cip+Ca*2* Cyp+2* Cyg (0.57 * 0.0625 * 2+ 0.61* 0.25* 0.28) +
(0.57* 0.0625* 2+ 0.61* 0.25* 0.28) +
2* (0.31* 0.5) + 2* (0.31* 0.5) = 0.85fF

C, Cags+Cy+2* Cyga+2* Cygy (0.57 * 0.0625 * 2+ 0.61* 0.25* 0.28) +

(0.57 * 0.0625 * 2+ 0.61 * 0.25* 0.28) +

2* (0.31* 0.5) + 2* (0.31* 0.5) = 0.85fF

C Cas+2* Cyy*+ Cas +Cis +C + Cg+ | (0.57* 0.3125* 2+ 0.61* 1.75%0.28) +

2% Cys+2* Coget 2* Cygr+ 2* Cyg |2* (0.31* 0.5)+4* (0.79* 0.171875* 1.9+ 0.86
=Cyy+ 4% Cgg+ 4% 2% Cyq *0.875* 0.22)+ 4* 2* (0.27 * 0.375) = 3A7fF

Using Eg. (6.4), we can compute the propagation delay as:

toHL = O.693%(0.85fF +2 x0.85fF + 3 x0.85fF + 4 x3.47fF)= 85ps

The simulated delay for this particular transition was found to be 86 psec! The hand analysis
gives afairly accurate estimate given all assumptions and linearizations made. For example,
we assume that the gate-source (or gate-drain) capacitance only consists of the overlap com-
ponent. Thisis not entirely the case, as during the transition some other contributions comein
place depending upon the operating region. Once again, the goa of hand analysis is not to
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provide atotally accurate delay prediction, but rather to give intuition into what factors influ-
ence the delay and to aide in initial transistor sizing. Accurate timing analysis and transistor
optimization is usually done using SPICE. The simulated worst-case low-to-high delay time
for this gate was 106ps.

While complementary CMOS is a very robust and simple approach for implement-
ing logic gates, there are two major problems associated with using this style as the com-
plexity of the gate (i.e., fan-in) increases. First, the number of transistors required to
implement an N fan-in gate is 2N. This can result in significant implementation area. The
second problem is that propagation delay of a complementary CMOS gate deteriorates
rapidly asafunction of the fan-in. The large number of transistors (2N) increases the over-
all capacitance of the gate. For an N-input NAND gate, the output capacitance increases
linearly with the fan-in since the number of PMOS devices connected to the output node
increases linearly with the fan-in. Also, a series connection of transistorsin either the PUN
or PDN slows the gate as well, because the effective (dis)charging resistance is increased.
For the same N-input NAND gate, the effective resistance of the PDN path increases lin-
early with the fan-in. Since the output capacitance increase linearly and the pull-down
resistance increases linearly, the high-to-low delay can increase in a quadratic fashion.

The fan-out has alarge impact on the delay of complementary CMOS logic as well.
Each input to a CMOS gate connects to both an NMOS and a PMOS device, and presents
aload to the driving gate equal to the sum of the gate capacitances.

The above observations are summarized by the following formula, which approxi-
mates the influence of fan-in and fan-out on the propagation delay of the complementary
CMOS gate

t, = a,Fl +a,FI2+a;FO (6.5)

where Fl and FO are the fan-in and fan-out of the gate, respectively, and a;, a, and a; are
weighting factors that are afunction of the technology.

At first glance, it would appear that the increasein resistance for larger fan-in can be
solved by making the devices in the transistor chain wider. Unfortunately, this does not
improve the performance as much as expected, since widening a device also increases its
gate and diffusion capacitances, and has an adverse affect on the gate performance. For
the N-input NAND gate, the low-to-high delay only increases linearly since the pull-up
resistance remains unchanged and only the capacitance increases linearly.

Figure 6.13 show the propagation delay for both transitions as a function of fan-in
assuming a fixed fan-out (NMOS:; 0.5nm and PMOS: 1.5mm). As predicted above, the
toLn increases linearly due to the linearly-increasing value of the output capacitance. The
simultaneous increase in the pull-down resistance and the load capacitance results in an
approximately quadratic relationship for t,, . Gates with afan-in greater than or equal to 4
become excessively slow and must be avoided.

Design Techniquesfor Large Fan-in

Several approaches may be used to reduce delaysin large fan-in circuits.
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Figure 6.13 Propagation delay of
CMOS NAND gate as a function of
fan-in. A fan-out of one inverter is
assumed, and all pull-down
transistors are minimal size.
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1. Transistor Sizing

The most obvious solution isto increase the overall transistor size. Thislowers the resis-
tance of devicesin series and lowers the time constant. However, increasing the transistor size,
resultsin larger parasitic capacitors, which do not only affect the propagation delay of the gate
in question, but also present a larger load to the preceding gate. This technique should, there-
fore, be used with caution. If the load capacitance is dominated by the intrinsic capacitance of
the gate, widening the device only creates a“ self-loading” effect, and the propagation delay is
unaffected. A more comprehensive approach towards sizing transistors in complex CMOS
gatesis discussed in the next section.

2. Progressive Transistor Sizing

An dternate approach to uniform sizing (in which each transistor is scaled up uni-
formly), isto use progressive transistor sizing (Figure 6.14). Referring back to Eq. (6.3), we see
that the resistance of M; (R,) appears N times in the delay equation, the resistance of M, (R,)
appears N-1 times, etc. From the equation, it is clear that R; should be made the smallest, R, the
next smallest, etc. Conseguently, a progressive scaling of the transistorsis beneficial: M; > M,
> M; > M. Basically, in this approach, the important resistance is reduced while reducing
capacitance. For an excellent treatment on the optimal sizing of transistors in a complex net-
work, we refer the interested reader to [Shoji88, pp. 131-143]. The reader should be aware of

_,—— Out

g {[MN - T
I

In, _I Mz__|=:
=4

Iny _I M,

Figure 6.14 Progressive sizing of transistors in large transistor
chains copes with the extra load of internal capacitances.
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Figure 6.15 Influence of transistor ordering on delay. Signal In, is the critical signal.

one important pitfall of this approach. While progressive resizing of transistors is relatively
easy in aschematic diagram, itisnot assimplein areal layout. Very often, design-rule consid-
erations force the designer to push the transistors apart, which causes the internal capacitance
to grow. This may offset all the gains of the resizing!

3. Input Re-Ordering

Some signals in complex combinational logic blocks might be more critical than others.
Not al inputs of a gate arrive at the same time (due, for instance, to the propagation delays of
the preceding logical gates). Aninput signal to agate is called critical if it isthe last signal of
al inputs to assume a stable value. The path through the logic which determines the ultimate
speed of the structureis called the critical path.

Putting the critical-path transistors closer to the output of the gate can result in a speed-
up. Thisis demonstrated in Figure 6.15. Signal In, is assumed to be a critical signal. Suppose
further that In, and In; are high and that In; undergoes a O® 1 transition. Assume also that C;
isinitially charged high. In case (a), no path to GND exists until M, is turned on, which is
unfortunately the last event to happen. The delay between the arrival of In; and the output
is therefore determined by the time it takes to discharge C,, C, and C,. In the second case,
C, and C, are aready discharged when In; changes. Only C, still has to be discharged,
resulting in asmaller delay.

4. Logic Restructuring

Manipulating the logic equations can reduce the fan-in requirements and hence reduce
the gate delay, asillustrated in Figure 6.16. The quadratic dependency of the gate delay on fan-
in makes the six-input NOR gate extremely slow. Partitioning the NOR-gate into two three-
input gates results in a significant speed-up, which offsets by far the extra delay incurred by
turning the inverter into atwo-input NAND gate.

I=

%JD Figure 6.16 Logic restructuring
can reduce the gate fan-in.
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Transistor Sizing for Performance in Combinational Networks

Earlier, we established that minimization of the propagation delay of a gatein isolation is
a purely academic effort. The sizing of devices should happen in its proper context. In
Chapter 5, we developed a methodology to do so for inverters. In Chapter 5 we found out
that an optimal fanout for a chain of inverters driving aload C, is (C,/C,,)"N, where N is
the number of stages in the chain, and C,, the input capacitance of the first gate in the
chain. If we have an opportunity to select the number of stages, we found out that we
would like to keep the fanout per stage around 4. Can this result be extended to determine
the size of any combinational path for minimal delay? By extending our previous
approach to address complex logic networks, we will find out that thisis indeed possible
[Sutherland99].!

To do so, we modify the basic delay equation of the inverter, introduced in Chapter
5, and repeated here for the sake of clarity,

C "
ty = thodd + g—ng‘g = tyo(1+fog) 6.6)
to
ty = tho(p+9fre) (6.7)

with ty, still representing the intrinsic delay of an inverter, and f the ratio between the
external load and the input capacitance of the gate. In this context, f is often called the
electrical effort. p represents the ratio of the intrinsic (or unloaded) delays of the complex
gate and the simple inverter. The more involved structure of the multiple-input gate, com-
bined with its series devices, increases its intrinsic delay. p is a function of gate topology
as well as layout style. Table 6.3 enumerates the values of p for some standard gates,
assuming simple layout styles, and ignoring second-order effects such as internal node
capacitances.

Table 6.3 Estimates of intrinsic delay factors of various logic types assuming simple layout styles, and
a fixed PMOS/NMOS ratio.

Gatetype p
Inverter 1
n-input NAND n
n-input NOR n
n-way multiplexer 2n
XOR, NXOR n2vt

1 The approach introduced in this section is commonly called logical effort, and was first introduced in
[Sutherland99], which presents an extensive treatment of the topic. The treatment offered here represents only a
glance-over of the overall approach.
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Thefactor g iscalled the logical effort, and represents the fact that, for a given load,
complex gates have to work harder than an inverter to produce a similar response. In other
words, thelogical effort of alogic gate tells how much worseit is at producing output cur-
rent than an inverter, given that each of its inputs may contain only the same input capaci-
tance as the inverter. Equivalently, logical effort is how much more input capacitance a
gate presents to deliver the same output current as an inverter. Logical effort is a useful
parameter, because it depends only on circuit topology. The logical efforts of some com-
mon logic gates are given in Table 6.4.

Table 6.4 Logic efforts of common logic gates, assuming a PMOS/NMOS ratio of 2.

Number of Inputs
Gate Type 1 2 3 n
Inverter 1
NAND 4/3 5/3 (n+2)/3
NOR 5/3 713 (2n+1)/3
Multiplexer 2 2 2
XOR 4 12

Example 6.5 L ogical effort of complex gates

Consider the gates shown in Figure 6.17. Assuming an PMOS/NMOS ratio of 2, the input
capacitance of aminimum-sized symmetrical inverter equals 3 times the gate capacitance of a
minimum-sized NMOS (caled C,,). We size the 2-input NAND and NOR such that their
equivalent resistances equal the resistance of the inverter (using the techniques described ear-
lier). Thisincreases the input capacitance of the 2-input NOR to 4 C,;;, or 4/3 the capacitance
of the inverter.The input capacitance of the 2-input NOR is 5/3 that of the inverter. Equiva
lently, for the same input capacitance, the NAND and NOR gate have 4/3 and 5/3 less driving
strength than the inverter. This affects the delay component that corresponds to the load,
increasing it by this same factor, called ‘logical effort.” Hence, gyanp = 4/3, and gyog = 5/3.

Figure 6.17 Logical effort of 2-input NAND
and NOR gates.

Inverter 2-input NAND 2-input NOR
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The delay model of a logic gate, as
represented in Eq. (6.7), is a simple
linear relationship. Figure 6.18 shows
this relationship graphicaly: the delay
is plotted as a function of the fanout
(electrical effort) for an inverter and
for a 2-input NAND gate. The slope of
thelineisthelogica effort of the gate;
its intercept is the intrinsic delay. The
graph shows that we can adjust the
Intrinsic delay by adjusting the effective fanout
| De:ay | (by transistor sizing) or by choosing a
1 2 3 4 5 logic gate with a different logical
Fanout f effort. Observe aso that fanout and
Figure 6.18 Delay as a function of fanout for an logical effort contribute to the delay in
inverter and a 2-input NAND. a similar way. We call the product of
the two h = fg the gate effort.
Thetotal delay of a path through a combinational logic block can now be expressed

Normalized Delay

N N
_ 8 -+ 8 fi9is
tb= At = aa}?)+-1§1‘a (6.8)
j=1 j =
We use a similar procedure as we did for the inverter chain in Chapter 5 to determine the
minimum delay of the path. By finding N — 1 partial derivatives and setting theme to zero,
we find that each stage should bear the same ‘effort’:
f191 = 1,9, = Y2 = f\on (6.9)
The fanouts along the path can be multiplied to get a path effective fanout, and so can the
logical efforts.
F = flf21/4 fN = CL [Cgl
G = 0,0,% 0y

The path effort can then be defined as the product of the two, or H = FG. From here on, the
analysis proceeds along the same lines as the inverter chain. The gate effort that minimizes
the path delay is found to equal

h =NFG = VH, (6.11)

and the minimum delay through the path is

(6.10)

N
D = tpoga b+ N(Nf)o (6.12)
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Note that the overall intrinsic delay is afunction of the types of logic gatesin the path, and
is not affected by the sizing.

Example 6.6 Sizing combinational logic for minimum delay

Consider the logic network of Figure 6.19, which may represent the critical path of a more
complex logic block. The output of the network is loaded with a capacitance which is 5 times
larger than the input capacitance of the first gate, which is a minimum-sized inverter. The
effective fanout of the path hence equals F = C,/Cy; = 5. Using the entries in Table 6.4, we
find the path logical effort

. 5. 5.
3 3

H = FG = 125/9, and the optimal stage effort his ‘Vﬁ = 1.93. Taking into account the gate
types, we derive the fanout factors: f; = 1.93; f, = 1.93" (3/5) = 1.16; f; = 1.16; f,=1.93. Notice
that the inverters are assigned larger electrical efforts than the more complex gates because
they are better at driving loads. From this, we can derive the sizes of the gates (with respect to
their minimum-sized versions): a = f,/g, = 1.16; b = f,f,/g;= 1.34; ¢ = f,f,f3/g,=2.60.

These calculations do not have to be very precise. As discussed in the Chapter 5, sizing
a gate too large or too small by afactor of 1.5 till result in circuits within 5% of minimum
delay. Therefore, the “back of the envelope” hand calculations using this technique are quite
effective.

_[>°_:5
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Figure 6.19 Critical path of
combinational network.

Power Consumption in CMOS L ogic Gates

The sources of power consumption in a complementary CMOS inverter were discussed in
detail in Chapter 5. Many of these issues apply directly to complex CMOS gates. The
power dissipation is a strong function of transistor sizing (which affects physical capaci-
tance), input and output rise/fall times (which affects the short-circuit power), device
thresholds and temperature (which affect leakage power), and switching activity. The
dynamic power dissipation is given by a,g; C, Vpp? f. Making a gate more complex
mostly affects the switching activity a g, 4, Which has two components: a static component
that is only afunction of the topology of the logic network, and a dynamic one that results
from the timing behavior of the circuit—the latter factor is also called glitching.

Logic Function—The transition activity is a strong function of the logic function being
implemented. For static CMOS gates with statistically independent inputs, the static
transition probability is the probability p, that the output will be in the zero state in one
cycle, multiplied by the probability p, that the output will be in the one state in the next
cycle:

g 1~ Pop'P1 = Pg (1_p0) (6.13)
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Assuming that the inputs are independent and uniformly distributed, any N-input static
gate has atransition probability that corresponds to

N_\.0
Ng Ny NO'S% ~Nog
e 1= NN (6.14)
2 2 2

where N, is the number of zero entries and N, is the number of one entries in the output
column of the truth table of the function. To illustrate, consider a static 2-input NOR gate
whose truth table is shown in Table 6.5. Assume that only one input transition is possible
during aclock cycle, and that the inputs to the NOR gate have a uniform input distribution
—thisis, the four possible states for inputs A and B (00, 01, 10, 11) are equally likely.

Table 6.5 Truth table of a 2 input NOR gate.

B Out

|, O] Ol >

0 1
1 0
0 0
1 0

From Table 6.5 and Eq. (6.14), the output transition probability of a 2-input static
CMOS NOR gate can be derived:

2_3
= _Sg

N_\o
. Ng- @ -Nog 32
0®1"~ 2N - 2.2

(6.15)

Blw

N

Problem 6.2 N input XOR gate

Assuming the inputs to an N-input XOR gate are uncorrelated and uniformly distributed,
derive the expression for the switching activity factor.

Signal Statistics—The switching activity of alogic gate is a strong function of the input
signal statistics. Using a uniform input distribution to compute activity is not a good one
since the propagation through logic gates can significantly modify the signal statistics. For
example, consider once again a 2-input static NOR gate, and let p, and p, be the
probabilities that the inputs A and B are one. Assume further that the inputs are not
correlated. The probability that the output node equals oneis given by

Py = (1-pa) (1-py) (6.16)
Therefore, the probability of atransition fromQ0to 1is

8051 = Po P1 = (1(1-pa) (1-py)) (1-Pa) (1-Pp) (6.17)
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Figure 6.20 Transition activity of
a two-input NOR gate as a
function of the input probabilities

(PasPe)

Figure 6.20 shows the transition probability as afunction of p, and p,,. Observe how
this graph degrades into the simple inverter case when one of the input probabilitiesis set
to 0. From this plot, it is clear that understanding the signal statistics and their impact on
switching events can be used to significantly impact the power dissipation.

Problem 6.3 Power Dissipation of Basic L ogic Gates

Derivethe 0 ® 1 output transition probabilities for the basic logic gates (AND, OR, XOR).
The results to be obtained are given in Table 6.6.

Table 6.6 Output transition probabilities for static logic gates.

oe1
AND (1 — PaPE)PAPs
OR (1—pa)(1 —pp)[1—(1-pa)(1-pp)]
XOR [1—(Pa* Ps— 2PaAPE)](PA * Ps — 2PAPE)

Inter-signal Correlations—The evaluation of the switching activity is further
complicated by the fact that signals exhibit correlation in space and time. Even if the
primary inputs to a logic network are uncorrelated, the signals become correlated or
“colored”, as they propagate through the logic network. This is best illustrated with a
simple example. Consider first the circuit shown in Figure 6.21a, and assume that the
primary inputs, A and B, are uncorrelated and uniformly distributed. Node C has a 1 (0)
probability of 1/2, and a 0->1 transition probability of 1/4. The probability that the node Z
undergoes a power consuming transition is then determined using the AND-gate expres-
sion of Table 6.6.

Po->1 = (1 PaPp) PaPp = (1-1/2¢ 1/2) 1/2+ 1/2 = 3/16 (6.18)
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e TP

(a) Logic circuit without (b) Logic circuit with

reconvergent fanout reconvergent fanout

Figure 6.21 Example illustrating the effect of signal correlations.

The computation of the probabilities is straightforward: signal and transition proba-
bilities are evaluated in an ordered fashion, progressing from the input to the output node.
This approach, however, has two major limitations: (1) it does not deal with circuits with
feedback as found in sequential circuits; (2) it assumes that the signal probabilities at the
input of each gate are independent. Thisis rarely the case in actual circuits, where recon-
vergent fanout often causesinter-signal dependencies. For instance, the inputsto the AND
gate in Figure 6.21b (C and B) are inter-dependent as both are a function of A. The
approach to compute probabilities, presented previously, fails under these circumstances.
Traversing from inputs to outputs yields a transition probability of 3/16 for node Z, similar
to the previous analysis. This value for transition probability is clearly false, aslogic trans-
formations show that the network can be reduced to Z = CeB = AsA = 0, and no transition
will ever take place.

To get the precise resultsin the progressive analysis approach, itsis essential to take
signal inter-dependencies into account. This can be accomplished with the aid of condi-
tional probabilities. For an AND gate, Z equals 1 if and only if B and C are equal to 1.

Pz =p(Z=1) = p(B=1, C=1) (6.19)

where p(B=1,C=1) represents the probability that B and C are equal to 1 simultaneoudly. If
B and C are independent, p(B=1,C=1) can be decomposed into p(B=1) * p(C=1), and this
yields the expression for the AND-gate, derived earlier: p, = p(B=1) » p(C=1) = pg pc. If a
dependency between the two exists (asisthe case in Figure 6.21b), a conditional probabil-
ity has to be employed, such as

pz = p(C=1[B=1) * p(B=1) (6.20)

Thefirst factor in Eq. (6.20) represents the probability that C=1 given that B=1. The
extra condition is necessary as C is dependent upon B. Inspection of the network shows
that this probability isequal to 0, since C and B are logical inversions of each other, result-
ing in the signal probability for Z, p, = 0.

Deriving those expressions in a structured way for large networks with reconvergent
fanout is complex, especially when the networks contain feedback loops. Computer sup-
port is therefore essential. To be meaningful, the analysis program has to process a typical
seguence of input signals, as the power dissipation isastrong function of statistics of those
signals.

Dynamic or Glitching Transitions—When analyzing the transition probabilities of
complex, multistage logic networks in the preceding section, we ignored the fact that the
gates have a hon-zero propagation delay. In redlity, the finite propagation delay from one
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Figure 6.22 Glitching in a chain of NAND
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logic block to the next can cause spurious transitions, called glitches, critical races, or
dynamic hazards, to occur: a node can exhibit multiple transitionsin asingle clock cycle
before settling to the correct logic level.

A typical example of the effect of glitching is shown in Figure 6.22, which displays
the simulated response of achain of NAND gates for al inputs going simultaneously from
0to 1. Initially, all the outputs are 1 since one of the inputs was 0. For this particular tran-
sition, al the odd bits must transition to 0 while the even bits remain at the value of 1.
However, due to the finite propagation delay, the higher order even outputs start to dis-
charge and the voltage drops. When the correct input ripples through the network, the out-
put goes high. The glitch on the even bits causes extra power dissipation beyond what is
required to strictly implement the logic function. Although the glitchesin this example are
only partia (i.e., not from rail to rail), they contribute significantly to the power dissipa
tion. Long chains of gates often occur in important structures such as adders and multipli-
ers and the glitching component can easily dominate the overall power consumption.

Design Techniquesto Reduce Switching Activity

The dynamic power of alogic gate can be reduced by minimizing the physical capacitance and
the switching activity. The physical capacitance can be minimized in anumber ways, including
circuit style selection, transistor sizing, placement and routing, and architectural optimizations.
The switching activity, on the other hand, can be minimized at all level of the design abstrac-
tion, and is the focus of this section. Logic structures can be optimized to minimize both the
fundamental transitions required to implement a given function, and the spurious transitions.

1. Logic Restructuring
Changing the topology of a logic network may reduce its power dissipation. Consider for
instance two alternate implementationsof F= A - B- C - D, asshownin Figure 6.23. Ignore
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Chain structure Tree structure

Figure 6.23 Simple example to demonstrate the influence of circuit topology on activity.

glitching and assume that all primary inputs (A,B,C,D) are uncorrelated and uniformly distrib-
uted (i.e., Py (ap,cq= 0-5). Using the expressions from Table 6.6, the activity can be computed
for the two topologies, as shown in Table 6.7. The results indicate that the chain implementa-
tion will have an overall lower switching activity than the tree implementation for random
inputs. However, as mentioned before, it is a'so important to consider the timing behavior to
accurately make power trade-offs. In this example the tree topology will have lower (no)
glitching activity since the signal paths are balanced to al the gates.

Table 6.7Probabilities for tree and chain topologies.

0O, 0, F
p; (chain) 14 18 116
Po = 1-p, (chain) 34 7/8 15/16
Po.>1 (chain) 3/16 7/64 15/256
p, (tree) v4 v4 116
po = 1-p; (tree) 3/4 3/4 15/16
Po.>1 (tree) 3/16 3/16 15/256

2. Input ordering

Consider the two static logic circuits of Figure 6.24. The probabilities of A, Band C being 1 are
listed in the Figure. Since both circuits implement identical logic functionality, it is clear that
the activity at the output node Z is equa in both cases. The difference is in the activity at the
intermediate node. In the first circuit, this activity equals (1 - 0.5" 0.2) (0.5° 0.2) =0.09. In
the second case, the probability that a0 ® 1 transition occursequals(1-0.2”° 0.1) (0.2 0.1)
= 0.0196. This is substantially lower. From this we learn that it is beneficial to postpone the
introduction of signals with ahigh transition rate (i.e., signals with asignal probability close to
0.5). A simple reordering of the input signalsis often sufficient to accomplish that goal.

3. Time-multiplexing resour ces

Time-multiplexing a single hardware resource—such as a logic unit or a bus—over a number
functions is an often used technique to minimize the implementation area. Unfortunately, the
minimum area solution does not always result in the lowest switching activity. For example,
consider the transmission of two input bits (A and B) using either dedicated resources or atime-
multiplexed approach, as shown in Figure 6.25. To first order—ignoring the multiplexer over-
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Figure 6.24 Reordering of inputs affects the circuit activity.

head—, it would seem that the degree of time-multiplexing should not affect the switched
capacitance, since the time-multiplexed solution has half the capacitance switched at twice the
frequency (for afixed throughput).

If data being transmitted were random, it will make no difference which architecture is
used. However if the data signals have some distinct properties (called temporal correlation),
the power dissipation of the time-multiplexed solution can be significantly higher. Suppose, for
instance, that A is always (or mostly) 1 and B is (mostly) 0. In the paraléel solution, the
switched capacitanceis very low since there are very few transitions on the data bits. However,
in the time-multiplexed solution, the bus toggles between 0 and 1. Care must be taken in digital
systems to avoid time-multiplexing data streams with very distinct data characteristics.

c ‘—bt A::D LD_D_ﬂ@::A
B 1 1 1 B
L. I°

a transmission (b) serial data transmission

-

—

(a) parallel dai

Figure 6.25 Parallel versus time-multiplexed data busses.

4. Glitch Reduction by balancing signal paths

The occurrence of glitching in acircuit is mainly due to a mismatch in the path lengths in the
network. If all input signals of a gate change simultaneously, no glitching occurs. On the other
hand, if input signals change at different times, a dynamic hazard might develop. Such a mis-
match in signal timing is typically the result of different path lengths with respect to the pri-
mary inputs of the network. Thisisillustrated in Figure 6.26. Assume that the XOR gate has a
unit delay. Thefirst network (a) suffers from glitching as aresult of the wide disparity between
the arrival times of the input signals for a gate. For example, for gate F;, one input settles at
time 0, while the second one only arrives at time 2. Redesigning the network so that all arrival
times are identical can dramatically reduce the number of superfluous transitions (network b).

Inl

Summary
The CMOS logic style described in the previous section is highly robust and scalable with
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(a) Network sensitive to glitching (b) Glitch-free network

Figure 6.26 Glitching is influenced by matching of signal path lengths. The annotated numbers
indicate the signal arrival times.

technology, but requires 2N transistors to implement a N-input logic gate. Also, the load
capacitance is significant, since each gate drives two devices (aPMOS and an NMOS) per
fan-out. This has opened the door for alternative logic families that either are smpler or
faster.

6.2.2 Ratioed Logic

Concept

Ratioed logic is an attempt to reduce the number of transistors required to implement a
given logic function, at the cost of reduced robustness and extra power dissipation. The
purpose of the PUN in complementary CMOS is to provide a conditional path between
Vpp and the output when the PDN isturned off. In ratioed logic, the entire PUN is replaced
with a single unconditional load device that pulls up the output for a high output (Figure
6.273). Instead of a combination of active pull-down and pull-up networks, such a gate
consists of an NMOS pull-down network that realizes thelogic function, and asimpleload
device. Figure 6.27b shows an example of ratioed logic, which uses a grounded PMOS
load and is referred to as a pseudo-NM OS gate.

Vop Voo
PMOS
‘ \ load _EO|| load
+———OF +——OF

In; o N o
In, o— PDN In, 0— PDN
In; O— In; O—

J__ (a) generic 1 (b) pseudo-NMOS

Figure 6.27 Ratioed logic gate.

The clear advantage of pseudo-NMOS is the reduced number of transistors (N+1
versus 2N for complementary CMOS). The nominal high output voltage (Vo) for this
gate is Vpp since the pull-down devices are turned off when the output is pulled high
(assuming that Vg, isbelow V). On the other hand, the nominal low output voltage is
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not 0 V since there is a fight between the devices in the PDN and the grounded PMOS
load device. This resultsin reduced noise margins and more importantly static power dis-
sipation. The sizing of the load device relative to the pull-down devices can be used to
trade-off parameters such a noise margin, propagation delay and power dissipation. Since
the voltage swing on the output and the overall functionality of the gate depends upon the
ratio between the NMOS and PM OS sizes, the circuit is called ratioed. Thisisin contrast
to theratiolesslogic styles, such as complementary CMOS, where the low and high levels
do not depend upon transistor sizes.

Computing the dc-transfer characteristic of the pseudo-NMOS proceeds along paths
similar to those used for its complementary CMOS counterpart. The value of Vg, is
obtained by equating the currents through the driver and load devices for V,, = Vpp. At
this operation point, it is reasonable to assume that the NMOS device resides in linear
mode (since the output should ideally be close to 0V), while the PMOS load is saturated.

2. 2
kng%VDD —Vr)VoL - \%8 = I‘ng_VDD —V1p) XVpsar — \%g (6.21)

Assuming that Vg, is small relative to the gate drive (Vpp-Vy) and that V4, is equa
to Vi, in magnitude, Vi, can be approximated as:
» ko(Voo ~ V1p) > Vosar » > W x|VDSAT| (6.22)
I(n(VDD _VTn) m, an

In order to make V, as small as possible, the PMOS device should be sized much
smaller than the NMOS pull-down devices. Unfortunately, this has a negative impact on
the propagation delay for charging up the output node since the current provided by the
PMOS deviceislimited.

A magjor disadvantage of the pseudo-NMOS gate is the static power that is dissi-
pated when the output is low through the direct current path that exists between Vp, and
GND. The static power consumption in the low-output mode is easily derived

VOL

2
V L.
Piow = Vobliow” Vop kag%_VDD = V1p) XVpsatp— %@8 (6.23)

Example 6.7 Pseudo-NMOS Inverter

Consider a simple pseudo-NMOS inverter (where the PDN network in Figure 6.27 degener-
ates to a single transistor) with an NMOS size of 0.5nm/0.25mm. The effect of sizing the
PMOS device is studied in this example to demonstrate the impact on various parameters.
The WIL ratio of the grounded PMOS is varied over values from 4, 2, 1, 0.5 to 0.25. Devices
with aWI/L < 1 are constructed by making the length longer than the width. The voltage trans-
fer curve for the different sizesis plotted in Figure 6.28.

Table 6.8 summarizes the nominal output voltage (V, ), static power dissipation, and
the low-to-high propagation delay. The low-to-high delay is measured as the time to reach
1.25V from Vg, (which is not OV for this inverter). This is chosen since the load gate is a
CMOS inverter with a switching threshold of 1.25V. The trade-off between the static and
dynamic propertiesis apparent. A larger pull-up device improves performance, but increases
static power dissipation and lowers noise margins (i.e., increases Vg, ).
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Table 6.8Performance of a pseudo-NMOS inverter.

Figure 6.28 Voltage-transfer curves of
the pseudo-NMOS inverter as a

25 function of the PMOS size.

Vin V

Static Power
Size VoL Dissipation toin
0.693v 564mN 14ps
0.273v 298mV 56ps
1 133V 160mn 123ps
0.5 0.064v 80mWV 268ps
0.25 0.031v 41nW 569ps

Notice that the simple first-order model to predict Vg, is quite effective. For a
PMOSWIL of 4, V, isgiven by (30/115) (4) (0.63V) = 0.66V .

The static power dissipation of pseudo-NMOS limits its use. However, pseudo-
NMOS still finds usein large fan-in circuits. Figure 6.29 shows the schematics of pseudo-
NMOS NOR and NAND gates. When area is most important, the reduced transistor count
compared to complimentary CMOS is quite attractive.

—TE°|EF

(a) NOR

. _LF
L

AL

Figure 6.29 Four-input pseudo-NMOS NOR

and NAND gates.

(b) NAND
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Problem 6.4 NAND Versus NOR in Pseudo-NMOS

Given the choice between NOR or NAND logic, which one would you prefer for implementa-
tion in pseudo-NMOS?

How to Build Even Better L oads

It is possible to create a ratioed logic style that completely eliminates static currents and
provides rail-to-rail swing. Such a gate combines two concepts: differential logic and pos-
itive feedback. A differential gate requires that each input is provided in complementary
format, and produces complementary outputs in turn. The feedback mechanism ensures
that the load device is turned off when not needed. A example of such a logic family,
called Differential Cascode Voltage Switch Logic (or DCVSL), is presented conceptually
in Figure 6.30a[Hellerg4].

The pull-down networks PDN1 and PDN2 use NMOS devices and are mutually
exclusive (thisis, when PDN1 conducts, PDN2 is off, and when PDNL1 is off, PDN2 con-
ducts), such that the required logic function and its inverse are simultaneously imple-
mented. Assume now that, for agiven set of inputs, PDN1 conducts while PDN2 does not,
and that Out and Out are initially high and low, respectively. Turning on PDN1, causes
Out to be pulled down, athough there is still a fight between M; and PDN1. Out isin a
high impedance state, as M, and PDN2 are both turned off. PDN1 must be strong enough
to bring Out below Vpp-|Vyy|, the point at which M, turns on and starts charging Out to
Vpp—eventualy turning off M;. Thisin turn enables Out to discharge all the way to GND.
Figure 6.30b shows an example of an XOR/XNOR gate. Notice that it is possible to share
transistors among the two pull-down networks, which reduces the implementation over-

head
VDD VDD

oAl Tl =

2
2|

A O—
A O—
BO PDN1 PDN2
B O——
__I_ _L_
(a) Basic principle (b) XOR-;NOR gate

Figure 6.30 DCVSL logic gate.

The resulting circuit exhibits a rail-to-rail swing, and the static power dissipation is
eliminated: in steady state, none of the stacked pull-down networks and load devices are
simultaneously conducting. However, the circuit is still ratioed since the sizing of the
PMOS devicesrelative to the pull-down devicesis critical to functionality, not just perfor-
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mance. In addition to the problem of increase complexity in design, this circuit style still
has a power-dissipation problem that is due to cross-over currents. During the transition,
there is a period of time when PMOS and PDN are turned on simultaneously, producing a
short circuit path.

Example6.8 DCVSL Transient Response

An example transient response is shown for an AND/NAND gatein DCVSL. Notice
that as Out is pulled down to Vpp-[Vy|, Out starts to charge up to Vi, quickly. The
delay from the input to Out is 197 psec and to Out is 321 psec. A static CMOS AND
gate (NAND followed by an inverter) has a delay of 200ps.

Voltage,V

osf AB

—— — 05¢ 02 04 06 08 10

Time, ns
Figure 6.31Transient response of a simple AND/NAND DCVSL gate. M; and M,
1mm/0.25mm, Mz and M, are 0.5nm/0.25nm and the cross-coupled PMOS devices are
1.5mm/0.25mm.

Design Consideration: Single-ended ver sus Differential

The DCVSL gate provides differential (or complementary) outputs. Both the output signa
(Vou) @nd itsinverted value (V) are simultaneously available. Thisis a distinct advantage,
asit eliminates the need for an extrainverter to produce the complementary signal. It has been
observed that a differential implementation of a complex function may reduce the number of
gates required by a factor of two! The number of gates in the critical timing path is often
reduced as well. Finally, the approach prevents some of the time-differential problems intro-
duced by additional inverters. For example, in logic design it often happens that both a signal
and its complement are needed simultaneously. When the complementary signal is generated
using an inverter, the inverted signal is delayed with respect to the original (Figure 6.32a). This
causes timing problems, especially in very high-speed designs. The differential output capabil-
ity avoids this problem (Figure 6.32b).

With all these positive properties, why not aways use differential logic? Well, the differ-
ential nature virtually doubles the number of wires that has to be routed, leading very often to
unwieldy designs (on top of the additional implementation overhead in the individual gates).
Additionally, the dynamic power dissipation is high.

I=
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Figure 6.32 Advantage of differential

(a) Single-ended PRS- (b) over single-ended (a) gate.

6.2.3 Pass-Transistor Logic

Pass-Transistor Basics

A popular and widely-used alternative to complementary CMOS is pass-transistor logic,
which attempts to reduce the number of transistors required to implement logic by allow-
ing the primary inputs to drive gate terminals as well as source/drain terminals
[Radhakrishnan85]. Thisisin contrast to logic families that we have studied so far, which
only alow primary inputs to drive the gate terminals of MOSFETS.

Figure 6.33 shows an implementation of the AND

function constructed that way, using only NMOS tran- e

sistors. Inthisgate, if the B input ishigh, thetop transis- A

tor is turned on and copies the input A to the output F. B

When B is low, the bottom pass transistor is turned on L F=AB

and passes a 0. The switch driven by B seems to be 0

redundant at first glance. Its presence is essential 10 Figure 6.33 Pass-transistor
ensure that the gate is static, this is that a low-imped-  implementation of an AND gate.
ance path exists to the supply rails under all circum-

stances, or, in this particular case, when B is low.

The promise of this approach is that fewer transistors are required to implement a given
function. For example, the implementation of the AND gate in Figure 6.33 requires 4 tran-
sistors (including the inverter required to invert B), while a complementary CMOS imple-
mentation would require 6 transistors. The reduced number of devices has the additional
advantage of lower capacitance.

Unfortunately, as discussed earlier, an NMOS device is effective at passing a 0 but
is poor at pulling a node to V. When the pass transistor pulls a node high, the output
only charges up to Vpp -V, In fact, the situation is worsened by the fact that the devices
experience body effect, as there exists a significant source-to-body voltage when pulling
high. Consider the case when the pass transistor is charging up a node with the gate and
drain terminals set at V. Let the source of the NMOS pass transistor be labeled x. Node
x will charge up to Vpp-V1n(Vy):

Vy = Vpp = (Vino + 9((J|2F +Vx)—m» (6.24)
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Example 6.9 Voltage swing for passtransistorscircuits

Assuming a power supply voltage of 2.5V, the transient response of Figure 6.34 shows the
output of a NMOS charging up (where the drain voltage is at Vpp and the gate voltage in is
ramped from OV to Vpp). Assume that node x was initially 0. Also notice that if IN is low,

3.0
In
IN
Out
| 1.5mm/0.25nm > 207 1
0.5mm/0.25mm [> O— ou 3
0.5mm/0.25mm > 1ot
0.0q 05 1 15 2
Time, ns

Figure 6.34 Transient response of charging up a node using an N device. Notice the slow tail
after an initial quick response.

node x isin a high impedance state (not driven to one of therails using alow resistance path).
Extratransistors can be added to provide a path to GND, but for this discussion, the smplified
circuit is sufficient. Notice that the output charges up quickly initially, but has slow tail. This
is attributed to the fact that the drive (gate to source voltage) reduces significantly as the out-
put approaches Vpp-Vy, and the current available to charge up node x reduces drastically.
Hand calculation using Eq. (6.24), resultsin an output voltage of 1.8V, which comes close to
the simulated value.

WARNING:

The above example demonstrates that pass-transistor gates cannot be cascaded by con-
necting the output of a pass gate to the gate input of another passtransistor. Thisis
illustrated in Figure 6.35a, where the output of M, (node x) drives the gate of another
MOS device. Node x can charge up to Vpp-Vy- If Node C has arail to rail swing, node Y
only charges up to the voltage on node X - V., Which works out to Vpp-Vrq-Vre- Figure
6.35b on the other hand has the output of M, (x) driving the junction of M,, and thereis
only one threshold drop. This is the proper way of cascading pass gates.

B
2

™ X B C

A J_ L—I
My | L X L Y
4 A _'I_I'__'I_I'__[>O_ out
{TTY My M,
C-wm.t — Out )
2 Swing on Y = Vpp- Vi

Swing.on Y = Vpn- V- Voo

@ (b)

Figure 6.35 Pass transistor output (Drain/Source) terminal should not drive other gate terminals to
avoid multiple threshold drops.




Section 6.2 Static CMOS Design 261

Example 6.10 VTC of the passtransistor AND gate

The voltage transfer curve of a pass-transistor gate shows little resemblance to complemen-
tary CMOS. Consider the AND gate shown in Figure 6.36. Similar to complementary CMOS,
the VTC of pass transistor logic is data-dependent. For the case when B = Vp,, the top pass
transistor isturned on, while the bottom one is turned off. In this case, the output just follows
the input A until the input is high enough to turn off the top pass transistor (i.e., reaches V-
V). Next consider the case when A=V, and B makes a transition from 0 ® 1. Since the
inverter has athreshold of Vpp/2, the bottom pass transistor is turned on till then and the out-
put is close to zero. Once the bottom pass transistor turns off, the output follows the input B
minus a threshold drop. A similar behavior is observed when both inputs A and B transition
from0® 1.

Observe that a pure pass-transistor gate is not regenerative. A gradua signal degrada-
tion will be observed after passing through a number of subsequent stages. This can be reme-
died by the occasional insertion of a CMOS inverter. With the inclusion of an inverter in the
signal path, the VTC resembles the one of CMOS gates.

1.5mm/0.25mm
2071
0.5mMm/0.25mm >
3
>
AJ L[] 10t .
O.5rrm/0.25rrmE . : A=V, B =0® Vpp
1 = A=B=0® Vpp
0
0.5nm/0.25mm
0.9 1.0 2.0
Vi, V

Figure 6.36 Voltage Transfer Characteristic for the pass-transistor AND gate of Figure 6.33.

Pass-transistors require lower switching energy to charge up a node due to the
reduced voltage swing. For the pass transistor circuit in Figure 6.34 assume that the drain
voltage s at Vp and the gate voltage transitions to V. The output node charges from OV
to Vpp-Vr, (8ssuming that node x was initially at OV) and the energy drawn from the
power supply for charging the output of a pass transistor is given by:

T T (Voo —Vp)
—_ — Y p— hY —
o1+ G(t)dt Voo QOeupplyPt =Voo O “L%ut = €L Voo Voo~V (6.25)
0 0 0

While the circuit exhibits lower switching power, it may consumes static power
when the output is high—the reduced voltage level may be insufficient to turn off the
PMOS transistor of the subsequent CMOS inverter.
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Figure 6.37 Complementary pass-transistor logic (CPL).

Differential Pass Transistor Logic

For high performance design, a differential pass-transistor logic family, called CPL or
DPL, iscommonly used. The basic idea (similar to DCV SL) isto accept true and comple-
mentary inputs and produce true and complementary outputs. A number of CPL gates
(AND/NAND, OR/NOR, and XOR/NXOR) are shown in Figure 6.37. These gates pos-
sess a number of interesting properties:

» Sincethecircuits are differential, complementary datainputs and outputs are always
available. Although generating the differential signals requires extra circuitry, the
differential style has the advantage that some complex gates such as XORs and
adders can be realized efficiently with a small number of transistors. Furthermore,
the availability of both polarities of every signal eliminates the need for extrainvert-
ers, asis often the case in static CMOS or pseudo-NMOS.

e CPL belongs to the class of static gates, because the output-defining nodes are
always connected to either Vpp or GND through a low resistance path. This is
advantageous for the noise resilience.

e Thedesignisvery modular. In effect, all gates use exactly the same topology. Only
the inputs are permutated. This makes the design of alibrary of gates very simple.
More complex gates can be built by cascading the standard pass-transistor modules.
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Example 6.11 Four-input NAND in CPL

Consider the implementation of afour-input AND/NAND gate using CPL. Based on the asso-
ciativity of the boolean AND operation [A-B-C-D = (A-B)-(C-:D)], a two-stage approach has
been adopted to implement the gate (Figure 6.38). The total number of transistors in the gate
(including the final buffer) is 14. Thisis substantially higher than previously discussed gates.
This factor, combined with the complicated routing requirements, makes this circuit style not
particularly efficient for this gate. One should, however, be aware of the fact that the structure
simultaneously implements the AND and the NAND functions, which might reduce the tran-
sistor count of the overall circuit.

vs)
w|

\\\\\\\\\\\\\\\\\\\\\\\\\\
r

B A out c D
s T+
B X X X
A
B

% Oul

oul

- 1.

ety
=0
|tes#s7)

Y

Figure 6.38 Layout and schematics of four-input NAND-gate using CPL (the final inverter stage is
omitted). See also Colorplate 9.
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In summary, CPL is a conceptually simple and modular logic style. Its applicability
depends strongly upon the logic function to be implemented. The availability of asimple
XOR aswell of the ease of implementing some specific gate structures makes it attractive
for structures such as adders and multipliers. Some extremely fast and efficient implemen-
tations have been reported in that application domain [Yano90]. When considering CPL,
the designer should not ignore the implicit routing overhead of the complementary signals,
which is apparent in the layout of Figure 6.38.

Robust and Efficient Pass-Transistor Design

Unfortunately, differential pass-transistor logic, like single-ended pass-transistor logic,
suffers from static power dissipation and reduced noise margins, since the high input to
the signal-restoring inverter only charges up to Vpp-Vy,. There are several solutions pro-
posed to deal with this problem as outlined below.

Solution 1: Level Restoration. A common solution to the voltage drop problem is the
use of alevel restorer, which is a single PMOS configured in a feedback path (Figure
6.39). The gate of the PMOS device is connected to the output of the inverter, its drain
connected to the input of the inverter and the source to Vpp. Assume that node X is at OV
(outisat Vpp and the M, is turned off) with B = Vpp and A = 0. If input Amakes a0 to Vpp
transition, M,, only charges up node X to Vpp-Vy,. Thisis, however, enough to switch the
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output of the inverter low, turning on the feedback device M, and pulling node X all the
way to Vpp. This eliminates any static power dissipation in the inverter. Furthermore, no
static current path can exist through the level restorer and the pass-transistor, since the
restorer is only active when A is high. In summary, this circuit has the advantage that all
voltage levels are either at GND or Vpp, and no static power is consumed.

Level restorer v/

Voo
MI'
8 M
—1 :
X Out
Aol M, [ | .

— Figure 6.39 Level-restoring circuit.

While this solution is appealing in terms of eliminating static power dissipation, it
adds complexity since the circuit is now ratioed. The problem arises during the transition
of node X from high-to-low. The pass transistor network attempts to pull-down node X
while the level restorer pulls now X to Vpp. Therefore, the pull-down device must be
stronger than the pull-up device in order to switch node X and the output. Some careful
transistor sizing is necessary to make the circuit function correctly. Assume the notation
R, to denote the equivalent on-resistance of transistor M;, R, for M,, and so on. When R is
made too small, it isimpossible to bring the voltage at node X below the switching thresh-
old of the inverter. Hence, the inverter output never switches to V5, and the level-restor-
ing transistor stays on. This sizing problem can be reformulated as follows: the resistance
of M,, and M, must be such that the voltage at node X drops below the threshold of the
inverter, Vy, = f(Ry, Ry). This condition is sufficient to guarantee a switching of the output
voltage V,; to Vpp and aturning off of the level-restoring transistor.

VDD

VDD

Mr
Bl
1 | M:

X
azo —1 My [ L out
_ 1 My Figure 6.40 Transistor-sizing problem
for level-restoring circuit.

Example 6.12 Sizing of a Level Restorer

Analyzing the circuit as a whole is nontrivial, because the restoring transistor acts as a feed-
back device. One way to simplify the circuit for manual analysisis to open the feedback loop
and to ground the gate of the restoring transistor when determining the switching point (thisis
a reasonable assumption, as the feedback only becomes effective once the inverter starts to
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switch). Hence, M, and M,, form a“ pseudo-NMOS-like” configuration, with M, the load tran-
sistor and M,, acting as a pull-down device to GND. Assume that the inverter My, M, is sized
to have the switching point at Vpp/2 (NMOS: 0.5mm/0.25mm and PMOS: 1.5mm/0.25mm).
Therefore, node X must be pulled below Vpp/2 in order to switch the inverter and shut off M,

Thisis confirmed in Figure 6.42, which shows the transient response as the size of the
level restorer is varied while keeping the size of M, fixed (0.5mm/0.25nm). Asthe simulation
indicates, for sizes above 1.5mm/0.25mm, node X can't be brought below the switching
threshold of the inverter and can’t switch the output. The detailed derivation of sizing require-
ment will be presented in the sequential design chapter. An important point to observe hereis
that the sizing of M, iscritical for DC functionality, not just performance!

3.0
> 20r WIL, =1.75/0.25
> WL, =1.50/0.25
s 10t
Figure 6.41Transient response of the
circuit in Figure 6.40. A level restorer
WIL, =1.0/0.25 L =1.25/0.25 that is too large can result in incorrect
evaluation.
0.0

100 200 300 200 500
Time, psec

Another concern is the influence of the level restorer on the switching speed of the
device. Adding the restoring device increases the capacitance at the internal node X, slow-
ing down the gate. The rise time of the gate is further negatively affected, since, the level-
restoring transistor M, fights the decrease in voltage at node X before being switched off.
On the other hand, the level restorer reduces the fall time, since the PMOS transistor, once
turned on, speeds the pull-up action.

Problem 6.5 Device Sizingin Pass Transistors

For the circuit shown in Figure 6.40, assume that the pull-down device consists of 6 passtran-
sistorsin series each with adevice size of 0.5nmm/0.25mm (replacing transistor M,)). Determine
the maximum W/L size for the level restorer transistor for correct functionality.

A modification of the level-restorer, applicable in differential networks and known
as swing-restored pass transistor logic, is shown in Figure 6.42. Instead of a smple
inverter or half-latch at the output of the pass transistor network, two back-to-back invert-
ers, configured in a cross-coupled fashion, are used for level restoration and performance
improvement. Inputs are fed to both the gate and source/drain terminals as in the case of
conventional pass transistor networks. Figure 6.42 shows a simple XOR/XNOR gate of
three variables A, B and C. Notice that the complementary network can be optimized by
sharing transistors between the true and complementary outputs.
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Figure 6.42 Swing-restored pass transistor logic [Parameswar96].

Solution 2: Multiple-Threshold Transistors. A technology solution to the voltage-drop
problem associated with pass-transistor logic is the use of multiple-threshold devices.
Using zero threshold devices for the NMOS pass-transistors eliminates most of the thresh-
old drop, and passes a signal close to V. Notice that even if the devices threshold was
implanted to be exactly equal to zero, the body effect of the device prevents a swing to
Vpp- All devices other than the pass transistors (i.e., the inverters) are implemented using
standard high-threshold devices. The use of multiple-threshold transistors is becoming

more common, and involves simple modifications to existing process flows.
VDD

Zero (or low)-threshold transistor

Voo
E; Out

Figure 6.43 Static power consumption when
using zero-threshold pass-transistors.

ov

25V

The use of zero-threshold transistors can be dangerous due to the subthreshold cur-
rents that can flow through the pass-transistors, even if Vg is slightly below V5. Thisis
demonstrated in Figure 6.43, which points out a potential sneak dc-current path. While
these leakage paths are not critical when the device is switching constantly, they do pose a
significant energy-overhead when the circuit isin theidle state.
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Figure 6.44 CMOS transmission gate.
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Solution 3: Transmission Gate Logic. The most widely-used solution to deal with the
voltage-drop problem is the use of transmission gates. It builds on the complementary
properties of NMOS and PMOS transistors: NMOS devices pass a strong 0 but aweak 1,
while PMOS transistors pass a strong 1 but a weak 0. The ideal approach is to use an
NMOS to pull-down and a PMOS to pull-up. The transmission gate combines the best of
both device flavors by placing a NMOS device in parallel with a PMOS device (Figure
6.444). The control signals to the transmission gate (C and C) are complementary. The
transmission gate acts as a bidirectional switch controlled by the gate signal C. When C =
1, both MOSFETs are on, allowing the signal to pass through the gate. In short,

A=B if C=1 (6.26)

On the other hand, C = 0 places both transistors in cutoff, creating an open circuit between
nodes A and B. Figure 6.44b shows a commonly used transmission-gate symbol.

Consider the case of charging node B to Vi, for the transmission gate circuit in Fig-
ure 6.45a. Node A is driven to Vpp and transmission gate is enabled (C = 1 and C= 0). If
only the NMOS pass-device were present, node B charges up to Vpp-Vy, a which point
the NMOS device turns off. However, since the PMOS device is present and turned on
(Vesp = -Vop), charging continues al the way up to Vpp,. Figure 6.45b shows the opposite
case, thisis discharging node B to 0. B isinitialy at Vpp when node A is driven low. The
PMOS transistor by itself can only pull down node B to Vi, at which point it turns off. The
parallel NMOS device however stays turned on (since its Vo5 = Vpp) and pulls node B all
the way to GND. Though the transmission gate requires two transistors and more control
signals, it enables rail-to-rail swing.

C=Vpp C=Vpypp
B (initially at 0) B (initiall
y at Vpp)
A=Vpp | A=0 | ep
? _—I: ? | Figure 6.45 Transmission gates
C=o0 - =0 — enable rail-to-rail switching
(a) charging node B (a) discharging node B

Transmission gates can be used to build some complex gates very efficiently. Figure
6.46 shows an example of a simple inverting two-input multiplexer. This gate either
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selects input A or B based on the value of the control signal S, which is eguivalent to
implementing the following Boolean function:

F = (AxS+BxS) (6.27)
A complementary implementation of the gate requires eight transistors instead of six.
s s
VDD
S VDD
1
A M, Out
Iv'l
B
T
S
GND

Figure 6.46 Transmission gate multiplexer and its layout.

Another example of the effective use of transmission gates is the popular XOR cir-
cuit shown in Figure 6.47. The complete implementation of this gate requires only six
transistors (including the inverter used for the generation of B), compared to the twelve
transistors required for a complementary implementation. To understand the operation of
this circuit, we have to analyze the B = 0 and B = 1 cases separately. For B = 1, transistors
M, and M, act as an inverter while the transmission gate M4/M,, is off; hence F = AB. In
the opposite case, M; and M, are disabled, and the transmission gate is operational, or F =
AB. The combination of both results in the XOR function. Notice that, regardless of the
values of A and B, node F always has a connection to either Vpp or GND and is hence a
low-impedance node. When designing static-pass transistor networks, it is essential to
adhere to the low-impedance rule under all circumstances. Other examples where trans-
mission-gate logic is effectively used are fast adder circuits and registers.

s

B
B
1
] —__F-~
My Ma/M, Figure 6.47 Transmission gate XOR.
B

B
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Performance of Pass-Transistor and Transmission Gate L ogic

The pass-transistor and the transmission gate are, unfortunately, not ideal switches, and
have a series resistance associated with it. To quantify the resistance, consider the circuit
in Figure 6.48, which involves charging anode from 0 V to V. In this discussion, we use
the large-signal definition of resistance, which involves dividing the voltage across the
switch by the drain current. The effective resistance of the switch is modeled as a parallel
connection of the resistances R, and R, of the NMOS and PMOS devices, defined as (Vpp
= Vou/ln and (Vpp — Vo)/lp, respectively. The currents through the devices are obviously
dependent on the value of V,; and the operating mode of the transistors. During the |ow-
to-high transition, the pass-transistors traverse through a number of operation modes. For
low values of V,,;, the NMOS device is saturated and the resistance is approximated as:

R = Vop ~Vout - Vop ~Vout
" N Mo = VBeAT
Ale] _ _ __DoAl?
kheLoyd VoD ~Vout=VTn)VDSaT 5,
» Voo ~Vout
kn(VbD ~Vout ~Vrn)VDsAT (6.28)

The resistance goes up for increasing values of V,,, and approaches infinity when V,;
reaches Vpp-Vq,, this is when the device shuts off. Similarly, we can analyze the behavior
of the PMOS transistor. When V,,; is small, the PMOS is saturated, but it enters the linear
mode of operation for V,, approaching Vpp, giving the following approximated resis-

tance:
R = Vop ~Vout _ Vop ~Vout
p | 2
P Vout—VoD) %6
ko XF-Vpp = Vrp) Vour = Vop) - =522 3
s 1
%(pp ~[Vrp|) (6.29)

The simulated value of R, = R, || R, asafunction of V,, is plotted in Figure 6.48. It
can be observed that Ry, is relatively constant (» 8kWin this particular case). The same is
true in other design instances (for instance, when discharging C,). When analyzing trans-
mission-gate networks, the simplifying assumption that the switch has a constant resistive
value is therefore acceptable.

Problem 6.6 Equivalent Resistance During Discharge

Determine the equivalent resistance by simulation for the high-to-low transition of atransmis-
sion gate (thisis, produce a plot similar to the one presented in Figure 6.48).

An important consideration is the delay associated with a chain of transmission
gates. Figure 6.49 shows a chain of n transmission gates. Such a configuration often
occurs in circuits such as adders or deep multiplexors. Assume that all transmission gates
are turned on and a step is applied at the input. To analyze the propagation delay of this
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Figure 6.48 Simulated equivalent resistance of transmission gate for low-to-high transition
(for (WIL), = (WIL), = 0.5nm/0.25mm). A similar response for overall resistance is obtained for the
high-to-low transition
network, the transmission gates are replaced by their equivalent resistances Ry,. This pro-
duces the network of Figure 6.49b.
The delay of a network of n transmission gates in sequence can be estimated using the
Elmore approximation (see Chapter 4):

n
to(Vy) = 069§ CRugk = 0.69CReqm%12 (6.30)
k=0
This means that the propagation delay is proportional to n? and increases rapidly with the
number of switchesin the chain.
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(a) A chain of transmission gates

(b) Equivalent RC network

Figure 6.49 Speed optimization in transmission-gate networks.
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Example 6.13 Delay through 16 transmission gates

Consider 16 cascaded minimum-sized transmission gates, each with an average resistance of
8 kW. The node capacitance consists of the capacitance of two NMOS and PMOS devices
(junction and gate). Since the gate inputs are assumed to be fixed, there is no Miller multipli-
cation. The capacitance can be calculated to be approximately 3.6 fF for the low-to-high tran-
sition. The delay is given by:

= 0,69 XCR, ”—(%1) = 0,69 X(3.6(F) (8KW) 2 12* L6, 2.7ns (6.31)

p q
The transient response for this particular example is shown in Figure 6.50. The simu-
lated delay is 2.7ns. It is remarkable that a simple RC model predicts the delay so accurately.

It isalso clear that the use of long pass transistor chains causes significant delay degradation.
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o

Figure 6.50 Transient response of 16
transmission gates cascaded in series.
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The most common approach for dealing with the long delay is to break the chain and
by inserting buffers every m switches (Figure 6.51). Assuming a propagation delay t,,; for
each buffer, the overall propagation delay of the transmission-gate/buffer network is then
computed as follows,

—
|

n m(m+1 O
= O.69[E]CRqu—)J +@ g0y

P 2 em
(6.32)
_ nim+1 A .0
= 0.69[CReq42—)J + @10,

Theresulting delay exhibits only alinear dependence on the number of switches n, in con-
trast to the unbuffered circuit, which is quadratic in n. The optimal number of switches

My, etween buffers can be found by setting the derivative % to 0, whichyields

t
Mopt = 1.7 /(-:P;—“e; (6.33)
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Obviously, the number of switches per segment grows with increasing values of t ;. In
current technologies, m, istypically around 3.

m
A

r

Req Req Req Req Req Req
n AWMV - - -
c ccC c Cc cc c

Figure 6.51 Breaking up long transmission gate chains by inserting buffers.

Example 6.14 Transmission Gate Chain

Consider the same 16 transmission gate chain. The buffers shown in Figure 6.51 can be
implemented as inverters (instead of two cascaded inverters). In some cases, it might be nec-
essary to add an extrainverter to produce the correct polarity. Assuming that each inverter is
sized such that the NMOS is 0.5mm/0.25mm and PMOS is 0.5nm /0.25mm, Eq. (6.33) predicts
that an inverter must be inserted every 3 transmission gates. The simulated delay when plac-
ing an inverter every two transmission gates equals 154 psec, for every three transmission
gates is 154 psec, and for four transmission gates is 164 psec. The insertion of buffering
inverters reduces the delay with afactor of almost 2.

CAUTION: Although many of the circuit styles discussed in the previous sections sound
very exciting, and might be superior to static CMOS in many respects, none of them has
the robustness and ease of design of complementary CMOS. Therefore, use them spar-
ingly and with caution. For designs that have no extreme area, complexity, or speed con-
straints, complementary CMOS is the recommended design style.

6.3 Dynamic CMOS Design

It was noted earlier that static CMOS logic with afan-in of N requires 2N devices. A vari-
ety of approaches were presented to reduce the number of transistors required to imple-
ment a given logic function including pseudo-NMOS, pass transistor logic, etc. The
pseudo-NMOS logic style requires only N + 1 transistors to implement an N input logic
gate, but unfortunately it has static power dissipation. In this section, an alternate logic
style called dynamic logic is presented that obtains a similar result, while avoiding static
power consumption. With the addition of a clock input, it uses a sequence of precharge
and conditional evaluation phases.

6.3.1 Dynamic Logic: Basic Principles

The basic construction of an (n-type) dynamic logic gate is shown in Figure 6.52a. The
PDN (pull-down network) is constructed exactly asin complementary CMOS. The opera-
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tion of this circuit is divided into two major phases: precharge and evaluation, with the
mode of operation determi ned by the clock signal CLK.
VDD

l M
CLK—0| lﬂ CLK _OI °

iny —] ; A :“_C

Out

In, —{ PDN

CLK ek | [m.

(a) n- type network (b) Example

Figure 6.52 Basic concepts of a dynamic gate.

Precharge

When CLK = 0, the output node Out is precharged to Vpp by the PMOS transistor My,
During that time, the evaluate NM OS transistor M, is off, so that the pull-down path is dis-
abled. The evaluation FET eliminates any static power that would be consumed during the
precharge period (thisis, static current would flow between the supplies if both the pull-
down and the precharge device were turned on simultaneously).

Evaluation

For CLK = 1, the precharge transistor M, is off, and the evaluation transistor M, is turned
on. The output is conditionally discharged based on the input values and the pull-down
topology. If the inputs are such that the PDN conducts, then a low resistance path exists
between Out and GND and the output is discharged to GND. If the PDN is turned off, the
precharged value remains stored on the output capacitance C, which is a combination of
junction capacitances, the wiring capacitance, and the input capacitance of the fan-out
gates. During the evaluation phase, the only possible path between the output node and a
supply rail isto GND. Consequently, once Out is discharged, it cannot be charged again till
then next precharge operation. The inputs to the gate can therefore make at most one tran-
sition during evaluation. Notice that the output can be in the high-impedance state during
the evaluation period if the pull-down network is turned off. This behavior is fundamen-
tally different from the static counterpart that always has alow resistance path between the
output and one of the power rails.

As as an example, consider the circuit shown in Figure 6.52b. During the precharge
phase (CLK=0), the output is precharged to Vpp regardless of the input values since the
evaluation device is turned off. During evaluation (CLK=1), a conducting path is created
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between Out and GND if (and only if) A-B+C is TRUE. Otherwise, the output remains at
the precharged state of V. The following function is thus realized:

Out = CLK + (AxB + C) xCLK (6.34)
A number of important properties can be derived for the dynamic logic gate:

e Thelogic function is implemented by the NMOS pull-down network. The construc-
tion of the PDN proceeds just asit does for static CMOS.

e The number of transistors (for complex gates) is substantially lower than in the
static case: N + 2 versus 2N.

 Itisnon-ratioed. The sizing of the PMOS precharge deviceis not important for real-
izing proper functionality of the gate. The size of the precharge device can be made
large to improve the low-to-high transition time (of course, at a cost to the high-to-
low transition time). There is however, a trade-off with power dissipation since a
larger precharge device directly increases clock-power dissipation.

It only consumes dynamic power. Ideally, no static current path ever exists between
Vpp and GND. The overall power dissipation, however, can be significantly higher
compared to a static logic gate.

e The logic gates have faster switching speeds. There are two main reasons for this.
The first (obvious) reason is due to the reduced load capacitance attributed to the
lower number of transistors per gate and the single-transistor load per fan-in. Sec-
ond, the dynamic gate does not have short circuit current, and all the current pro-
vided by the pull-down devices goes towards discharging the load capacitance.

The low and high output levels Vi, and V, are easily identified as GND and Vpp
and are not dependent upon the transistor sizes. The other VTC parameters are dramati-
caly different from static gates. Noise margins and switching thresholds have been
defined as static quantities that are not afunction of time. To be functional, a dynamic gate
requires a periodic sequence of precharges and evaluations. Pure static analysis, therefore,
does not apply. During the evaluate period, the pull-down network of a dynamic inverter
starts to conduct when the input signal exceeds the threshold voltage (V) of the NMOS
pull-down transistor. Therefore, it is reasonable to set the switching threshold (V) aswell
asV,y and V,_of the gate equal to V. Thistranslatesto alow value for the NM, .

Design Consider ation

It isalso possible to implement dynamic logic using a complimentary approach, where the out-
put node is connected by a pre-discharge NMOS transistor to GND, and the evaluation PUN
network isimplemented in PMOS. The operation is similar: during precharge, the output node
is discharged to GND. During evaluation, the output is conditionally charged to VDD. This p-
type dynamic gate has the disadvantage of being slower than the n-type due to the lower cur-
rent drive of the PMOS transistors.

In
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6.3.2 Speed and Power Dissipation of Dynamic Logic

The main advantages of dynamic logic are increased speed and reduced implementation
area. Fewer devices to implement a given logic function implies that the overall load
capacitance is much smaller. The analysis of the switching behavior of the gate has some
interesting peculiaritiesto it. After the precharge phase, the output is high. For alow input
signal, no additional switching occurs. As aresult, t, ;; = 0! The high-to-low transition, on
the other hand, requires the discharging of the output capacitance through the pull-down
network. Therefore t,, is proportional to C, and the current-sinking capabilities of the
pull-down network. The presence of the evaluation transistor slows the gate somewhat, as
it presents an extra series resistance. Omitting this transistor, while functionally not for-
bidden, may result in static power dissipation and potentially a performance loss.

The above analysis is somewhat unfair, because it ignores the influence of the pre-
charge time on the switching speed of the gate. The precharge time is determined by the
time it takes to charge C, through the PMOS precharge transistor. During this time, the
logic in the gate cannot be utilized. However, very often, the overal digital system can be
designed in such away that the precharge time coincides with other system functions. For
instance, the precharge of the arithmetic unit in a microprocessor can coincide with the
instruction decode. The designer has to be aware of this“ dead zone” in the use of dynamic
logic, and should carefully consider the pros and cons of its usage, taking the overall sys-
tem requirements into account.

Example 6.15 A Four-Input Dynamic NAND Gate

Figure 6.53 shows the design of afour-input NAND example designed using the dynamic-cir-
cuit style. Due to the dynamic nature of the gate, the derivation of the voltage-transfer charac-
teristic diverges from the traditional approach. As we had discussed above, we will assume
that the switching threshold of the gate equals the threshold of the NMOS pull-down transis-
tor. Thisresultsin asymmetrical noise margins, as shown in Table 6.9.

The dynamic behavior of the gate is simulated with SPICE. It is assumed that all inputs
are set high as the clock transitions high. On the rising edge of the clock, the output node is
discharged. The resulting transient response is plotted in Figure 6.53, and the propagation
delays are summarized in Table 6.9. The duration of the precharge cycle can be adjusted by
changing the size of the PMOS precharge transistor. Making the PMOS too large should be
avoided, however, as it both slows down the gate, and increases the capacitive load on the
clock line. For large designs, the latter factor might become a major design concern as the
clock load can become excessive and hard to drive.

Table 6.9 The dc and ac parameters of a four-input dynamic NAND.

Transistors Vou VoL \ NMy NM tonL toin t

pre

6 25V ov Vin 25Vqy Vin 110 psec | Onsec 83psec

As mentioned earlier, the static parameters are time-dependent. To illustrate this, con-
sider the four input NAND gate with all inputs tied together, and making a partial low-to-high
transition. Figure 6.54 shows a transient simulation of the output voltage for three different
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Figure 6.53 Schematic and transient response of a four-input
dynamic NAND gate.

input transitions—to 0.45V, 0.5V and 0.55V, respectively. Above, we have defined the
switching threshold of the dynamic gate as the device threshold. However, notice that the
amount by which the output voltage drops is a strong function of the input voltage and the
available evaluation time. The noise voltage needed to corrupt the signal hasto be larger if the
evaluation time is short. In other words, the switching threshold is really a function of the
evaluation time.

When evaluating the power dissipation of a dynamic gate, it would appear that
dynamic logic presents a significant advantage. There are three reasons for this. First, the
physical capacitance is lower since dynamic logic uses fewer transistors to implement a
given function. Also, the load seen for each fanout is one transistor instead of two. Sec-
ond, dynamic logic gates by construction can at most have one transition per clock cycle.
Glitching (or dynamic hazards) does not occur in dynamic logic. Finally, dynamic gates
do not exhibit short circuit power since the pull-up path is not turned on when the gate is

evaluating.

While these arguments are generally true, they are offset by other considerations: (i)
the clock power of dynamic logic can be significant, particularly since the clock node has

L N~
—
o’k
v b
out
« X (V=0.45)
(\721:0.55 (V5=0.5)
v
0 20 40 60 80

Time, nsec

100

Figure 6.54 Effect of an input glitch on the
output. The switching threshold depends on the
time for evaluation. A larger glitch is acceptable
if the evaluation phase is smaller. In this
example, the input glitches high during
evaluation and stays high during the whole
period.
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a guaranteed transition on every single clock cycle; (ii) the number of transistors is higher
than the minimal set required for implementing the logic; (iii) short-circuit power may
exist when leakage-combatting devices are added (as will be discussed further); (iv) and,
most importantly, dynamic logic generally displays a higher switching activity due to the
periodic precharge and discharge operations. Earlier, the transition probability for a static
gate was shown to be py p; = py (1-py). For dynamic logic, the output transition probability
does not depend on the state (history) of the inputs, but rather on the signal probabilities
only. For an n-tree dynamic gate, the output makes a 0—1 transition during the precharge
phase only if the output was discharged during the preceding evaluate phase. The 01
transition probability for an n-type dynamic gate hence equals

where p, is the probability that the output is zero. This number is always larger or equal to
Py P1- For uniformly distributed inputs, the transition probability for an N-input gate is:

ape 1 = z_N (6.36)

where Ny is the number of zero entries in the truth table of the logic function.

Example 6.16 Activity estimation in dynamic logic

To illustrate the increased activity for a dynamic gate, once again consider a 2 input NOR
gate. An n-tree dynamic implementation is shown in Figure 6.55 along with its static counter-
part. For equi-probable inputs, there is then a 75% probability that the output node of the
dynamic gate will discharge immediately after the precharge phase, implying that the activity
for such a gate equals 0.75 (i.e  Pyor= 0.75 C_V43fy). The corresponding activity is a lot
smaller, 3/16, for a static implementation. For a dynamic NAND gate, the transition probabil-
ity is 1/4 (since there is a 25% probability the output will be discharged) whileit is 3/16 for a
static implementation. Though these example illustrate that the switching activity of dynamic
logic is generaly higher, it should be noted that dynamic logic has lower physical capaci-
tance. Both factors must be accounted for when choosing alogic style.

VDD

CLK

__L_ C
_l Figure 6.55 Static NOR versus n-type

dynamic NOR.

CLK
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Problem 6.7 Activity Computation

For the 4-input dynamic NAND gate, compute the activity factor with the following assump-
tion for theinputs. Assume that the inputs are independent and pa-; = 0.2, Pg=1 = 0.3, P21 =
0.5, and pp-; = 0.4.

6.3.3 Issues in Dynamic Design

Dynamic logic clearly can result in high performance solutions compared to static circuits.
However, there are several important considerations that must be taken into account if one
wants dynamic circuits to function properly. This include charge leakage, charge sharing,
backgate (and in general capacitive) coupling, and clock feedthrough. Some of these
issues are highlighted in this section.

Charge Leakage

The operation of a dynamic gate relies on the dynamic storage of the output value on a
capacitor. If the pull-down network is off, the output should ideally remain at the pre-
charged state of Vpp during the evaluation phase. However, this charge gradually leaks
away due to leakage currents, eventually resulting in a malfunctioning of the gate. Figure
6.56a shows the sources of leakage for the basic dynamic inverter circuit.

YanYamVi

cLk4

Vour A Precharge Evaluate
I'd
>
t
(a) Leakage sources (b) Effect on waveforms

Figure 6.56 Leakage issues in dynamic circuits.

Source 1 and 2 are the reverse-biased diode and sub-threshold leakage of the
NMOS pull-down device M,, respectively. The charge stored on C, will slowly leak away
due these leakage sources, assuming that the input is at zero during evaluation. Charge
leakage causes a degradation in the high level (Figure 6.56b). Dynamic circuits therefore
require aminimal clock rate, which istypically on the order of afew kHz. This makesthe
usage of dynamic techniques unattractive for low performance products such as watches,
or processors that use conditional clocks (where there are no guarantees on minimum
clock rates). Note that the PMOS precharge device also contributes some leakage current



Section 6.3 Dynamic CMOS Design 279

due to the reverse bias diode (source 3) and the subthreshold conduction (source 4). To
some extent, the leakage current of the PMOS counteracts the leakage of the pull-down
path. As aresult the output voltage is going to be set by the resistive divider composed of
the pull-down and pull-up paths.

Example 6.17 L eakage in dynamic circuits

Consider the simple inverter with all devices set at 0.5mm/0.25nm. Assume that the input is
low during the evaluation period. Ideally, the output should remain at the precharged state of
Vpp. However, as seen from Figure 6.57 the output voltage drops. Once the output drops
below the switching threshold of the fan-out logic gate, the output isinterpreted as alow volt-
age. Notice that the output settlesto an intermediate voltage. Thisis due to the leakage current
provided by the PMOS pull-up.

3.0 T
2.0
> Out
o
(o]
8
o
>1 or
: Figure 6.57 Impact of charge leakage. The
v output settles to an intermediate voltage
CLK determined by a resistive divider of the pull-
down and pull up devices.
0.00 10 20 30 40

time, ms

Leakage is caused by the high impedance state of the output node during the evalu-
ate mode, when the pull down path isturned off. The leakage problem van be counteracted
by reducing the output impedance on the output node during evaluation. Thisis often done
by adding a bleeder transistor as shown in Figure 6.58a. The only function of the
bleeder—a pseudo-NMOS-like pull-up device—is to compensate for the charge lost due
to the pull-down leakage paths. To avoid the ratio problems associated with this style of
circuit and the associated static power consumption, the bleeder resistance is made high,
or, in other words, the device is kept small. This alows the (strong) pull-down devices to
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Figure 6.58 Static bleeders
compensates for the charge-leakage.
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lower the Out node substantially below the switching threshold of the inverter. Often, the
bleeder is implemented in a feedback configuration to eliminate the static power dissipa-
tion (Figure 6.58b).

Charge Sharing

Another important concern in dynamic logic is the impact of charge sharing. Consider the
circuit of Figure 6.59. During the precharge phase, the output node is precharged to Vpp,.
Assume that all inputs are set to O during precharge, and that the capacitance C, is dis-
charged. Assume further that input B remains at O during evaluation, while input A makes
a0 ® 1 transition, turning transistor M, on. The charge stored originally on capacitor C;
is redistributed over C, and C,. This causes a drop in the output voltage, which cannot be
recovered due to the dynamic nature of the circuit.
VDD

[

CLK—O| M,

-
Xu||—u—

C
B=0 —I M, T 7°
C
CLK—I Me ——_I: ’
:I Figure 6.59 Charge sharing in dynamic networks.

The influence on the output voltage is readily calculated. Under the above assump-
tions, the following initial conditions are valid: V,,(t = 0) = Vpp and Vi (t = 0) = 0. Two
possible scenarios must be considered:

1. DV, < Vq,— Inthis case, the final value of Vy equals Vpp — Vi (Vy). Charge con-
servation yields

C.Vbp = CVou(t) + Co[Vpp — Vrn(Vy)]
or

c (6.37)
DVour = Vour(t) =Vop = _C_:[VDD_VTn(Vx)]
2. DV > V1,— Vo @nd Vy reach the same value:
DV, = -V, & a8 (6.39)
out DD \Ca + CLQ "

Which of the above scenariosis valid is determined by the capacitance ratio. The bound-
ary condition between the two cases can be determined by setting DV, equal to V4, in Eq.
(6.38), yielding
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Cao_Vm

CL VDD - VTn
Overal, it is desirable to keep the value of DV, below [Vr,|. The output of the dynamic
gate might be connected to a static inverter, in which case the low level of V,, would
cause static power consumption. One major concern is circuit malfunction if the output
voltage is brought below the switching threshold of the gate it drives.

(6.39)

Example 6.18 Charge-Sharing

Let us consider the impact of charge sharing on the dynamic logic gate shown in Figure 6.60,
which implements a 3-input EXOR functiony = AA B A C. Thefirst question to be resolved
is what conditions cause the worst-case voltage drop on node y. For simplicity, ignore the
load inverter, and assume that all inputs are low during the precharge operation and that all
isolated internal nodes (V,, V,, V., and V) areinitialy at OV.

Inspection of the truth table for this particular logic function shows that the output
stays high for 4 out of 8 cases. The worst-case change in output is obtained by exposing the
maximum amount of internal_capacitance to the output node during the evaluation period.
This happens for A B C or A B C. The voltage change can then be obtained by equating the
initial charge with the fina charge as done with equation Eq. (6.38), yielding a worst-case
change of 30/(30+50) * 2.5V = 0.94V. To ensure that the circuit functions correctly, the
switching threshold of the connecting inverter should be placed below 2.5- 0.94 = 1.56V.

The most common and effective approach to deal with the charge redistribution isto
also precharge critical internal nodes, asis shown in Figure 6.61. Since the internal nodes
are charged to Vpp during precharge, charge sharing does not occur. This solution obvi-
ously comes at the cost of increased area and capacitance.

Capacitive Coupling

The high impedance of the output node makes the circuit very sensitive to crosstalk
effects. A wire routed over a dynamic node may couple capacitively and destroy the state
of the floating node. Another equally important form of capacitive coupling is the back-
gate (or output-to-input) coupling.Consider the circuit shown in Figure 6.62 in which a
dynamic two-input NAND gate drives a static NAND gate. A transition in the input In of

Vpp = 2.5V
CLK — y 'f_oad Inverter

A_||:|_ Ilecyzesoﬂ:
A

a
Ca:leF$ B °| 5 I'I'c =15 fF
¥ B—u:B_H‘B—u:“ TC,-
1d

Ci
C.=15fF ==
¢ 76—":

TCy=101F
C—| Figure 6.60 Example illustrating the
charge sharing effect in dynamic logic.

CLK—
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Figure 6.61 Dealing with charge-sharing by precharging
internal nodes. An NMOS precharge transistor may also be
used, but this requires an inverted clock.

the static gate may cause the output of the gate (Out,) to go low. This output transition
couples capacitively to the other input of the gate, the dynamic node Out;,, through the
gate-source and gate-drain capacitances of transistor M4. A simulation of this effect is
shown in Figure 6.63, and demonstrates that the output of the dynamic gate can drop sig-
nificantly. This further causes the output of the static NAND gate not to drop all the way
down to OV, and a small amount of static power is dissipated. If the voltage drop is large
enough, the circuit can evaluate incorrectly, and the NAND output may not go low. When
designing and laying out dynamic circuits, special care is needed to minimize capacitive
coupling.

Figure 6.62 Example demonstrating
the effect of backgate coupling.

Clock-Feedthrough

A special case of capacitive coupling is clock-feedthrough, an effect caused by the capaci-
tive coupling between the clock input of the precharge device and the dynamic output
node. The coupling capacitance consists of the gate-to-drain capacitance of the precharge
device, and includes both the overlap and the channel capacitances. This capacitive cou-
pling causes the output of the dynamic node to rise above Vpp on the low-to-high transi-
tion of the clock, assuming that the pull-down network is turned off. Subsequently, the fast
rising and falling edges of the clock couple onto the signal node, asisquite apparent in the
simulation of Figure 6.63.

The danger of clock feedthrough is that it may cause the (normally reverse-biased)
junction diodes of the precharge transistor to become forward-biased. This causes electron



Section 6.3 Dynamic CMOS Design 283

due to clock feedthrough
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100 2 ) 6 Figure 6.63 Clock feedthrough effect.
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injection into the substrate, which can be collected by a nearby high impedance node in
the 1 state, eventually resulting in faulty operation. CM OS latchup might be another result
of thisinjection. For al purposes, high-speed dynamic circuits should be carefully simu-
lated to ensure that clock-feedthrough effects stay within bounds.

All the above considerations demonstrate that the design of dynamic circuits is
rather tricky and requires extreme care. It should therefore only be attempted when high
performance is required.

6.3.4 Cascading Dynamic Gates

Besides the signal integrity issues, there is one major catch that complicates the design of
dynamic circuits: straightforward cascading of dynamic gates to create more complex
structures does not work. The problem is best illustrated with the two cascaded n-type
dynamic inverters, shown in Figure 6.64a. During the precharge phase (i.e., CLK =0), the
outputs of both inverters are precharged to Vpp. Assume that the primary input In makes a
0 ® 1 transition (Figure 6.64b). On the rising edge of the clock, output Out, starts to dis-
charge. The second output should remain in the precharged state of Vpp as its expected

Voo Voo v Tm
CLK—O| M, CLK—O| M, n /

Out, Out,

AL L
] ]
CLK—I M, CLK—I M, )

hn B

(a) (b)
Figure 6.64 Cascade of dynamic n- type blocks.
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valueis 1 (Out, transitions to O during evaluation). However, there is a finite propagation
delay for the input to discharge Out; to GND. Therefore, the second output also starts to
discharge. As long as Out; exceeds the switching threshold of the second gate, which
approximately equals V5, a conducting path exists between Out, and GND, and precious
charge is lost at Out,. The conducting path is only disabled once Out; reaches Vy,, and
turns off the NMOS pull-down transistor. This leaves Out, at an intermediate voltage
level. The correct level will not be recovered, as dynamic gates rely on capacitive storage
in contrast to static gates, which have dc restoration. The charge loss leads to reduced
noise margins and potential malfunctioning.

The cascading problem arises because the outputs of each gate—and hence the
inputs to the next stages—are precharged to 1. This may cause inadvertent discharge in the
beginning of the evaluation cycle. Setting al the inputs to 0 during precharge addresses
that concern. When doing so, al transistors in the pull-down network are turned off after
precharge, and no inadvertent discharging of the storage capacitors can occur during eval-
uation. In other words, correct operation is guaranteed as long as the inputs can only
make a single0 ® 1 transition during the evaluation period?. Transistors are only be
turned on when needed, and at most once per cycle. A number of design styles complying
with this rule have been conceived. The two most important ones are discussed below.

Domino Logic

Concept. A Domino logic module [Krambeck82] consists of an n-type dynamic logic
block followed by a static inverter (Figure 6.65). During precharge, the output of the n-
type dynamic gate is charged up to Vpp, and the output of the inverter is set to 0. During
evaluation, the dynamic gate conditionally discharges, and the output of the inverter
makes a conditional transition from 0 ® 1. If one assumes that all the inputs of a Domino
gate are outputs of other Domino gates®, then it is ensured that all inputs are set to 0 at the
end of the precharge phase, and that the only transitions during evaluation are 0 ® 1 tran-
sitions. The formulated rule is hence obeyed. The introduction of the static inverter hasthe
additional advantage that the fan-out of the gate is driven by a static inverter with alow-
impedance output, which increases noise immunity. The buffer furthermore reduces the
capacitance of the dynamic output node by separating internal and load capacitances.

Consider now the operation of achain of Domino gates. During precharge, al inputs
are set to 0. During evaluation, the output of the first Domino block either stays at 0 or
makes a0 ® 1 transition, affecting the second gate. This effect might ripple through the
whole chain, one after the other, similar to a line of falling dominoes—hence the name.
Domino CMOS has the following properties:

 Since each dynamic gate has a static inverter, only non-inverting logic can beimple-
mented. Although there are ways to deal with this, as is discussed in a subsequent
section, thisis major limiting factor, and pure Domino design has becomerare.

2 This ignores the impact of charge distribution and leakage effects, discussed earlier.

3 Itisrequired that all other inputs that do not fall under this classification (for instance, primary inputs)
stay constant during evaluation.



Section 6.3 Dynamic CMOS Design 285

VDD VDD

CLK—Ol | M, CLK—O| | M,
’E Out,
| Out
In, —— i

In, — PDN Ing PDN

In, —

CLK _| Me CLK —I M.
Figure 6.65 DOMINO CMOS logic.

* Very high speeds can be achieved: only arising edge delay exists, whilet,, equals
zero. The inverter can be sized to match the fan-out, which is already much smaller
than in the complimentary static CMOS case, as only a single gate capacitance has
to be accounted for per fan-out gate.

Since the inputs to a Domino gate are low during precharge, it is tempting to elimi-
nate the evaluation transistor as this would reduce clock load and increase pull-down
drive. However, eliminating the evaluation device extends the precharge cycle: the pre-
charge now has to ripple through the logic network as well. Consider the logic network
shown in Figure 6.66, where the evaluation devices have been eliminated. If the primary
input In; is 1 during evaluation, the output of each dynamic gate is 0 and the output of
each static inverter is 1. On the falling edge of the clock, the precharge operation is started.
Assume further that In; makes a high-to-low transition. Theinput to the second gateisini-
tially high, and it takes two gate delays before In, is driven low. During that time, the sec-
ond gate cannot precharge its output, as the pull-down network is fighting the precharge
device. Similarly, the third gate has to wait till the second gate precharges before it can
start precharging, etc. Therefore the time taken to precharge the logic circuit is equal toits
critical path. Another important negative is the extra power dissipation when both pull-up
and pull-down devices are on. It is therefore good practice to always utilize evaluation
devices.

Dealing with the Non-inverting Property of Domino Logic. A major limitation in
Domino logic is that only non-inverting logic can be implemented. This requirement has

Voo Vop Voo
CLK —O| M, CLK —OI M, CLK —O| M,
Out, out,
0->1 0->1 T
Inl_I Ing oo In,
1->0 __L - — 155

Figure 6.66 Effect of ripple precharge when the evaluation transistor is removed. The
circuit also exhibits static power dissipation.
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limited the widespread use of pure Domino logic. There are several ways to deal with the
non-inverting logic requirement. Figure 6.67 shows one approach to the problem—reorga-
nizing the logic using simple boolean transforms such as De Morgan’s Law. Unfortu-
nately, this sort of optimization is not always possible, and more general schemes may
have to be used.

A Domino AND
BEEJ__D <8
B X
C c
D D
E
- —> Y E Y
G G
H A
Domino AND-OR
Domino OR
(a) before logic transformation (b) after logic transformation

Figure 6.67 Restructuring logic to enable implementation using non-inverting Domino Logic.

A genera but expensive approach to solving the problem is the use of differential
logic. Dual-rail Domino is similar in concept to the DCVSL structure discussed earlier,
but uses a precharged load instead of a static cross-coupled PMOS load. Figure 6.68
shows the circuit schematic of an AND/NAND differential logic gate. Note that all inputs
come from other differential Domino gates, and are low during the precharge phase, while
making a conditional O® 1 transition during evaluation. Using differential Domino, it is
possible to implement any arbitrary function. This comes at the expense of an increased
power dissipation, since a transition is guaranteed every single clock cycle regardiess of
the input values—either O or O must make aO® 1 transition. The function of transistors
M, and M, is to keep the circuit static when the clock is high for extended periods of time
(bleeder). Notice that this circuit is not ratioed, even in the presence of the PMOS pull-up
devices! Due to its high-performance, this differential approach is very popular, and is
used in several commercial microprocessors.

Optimization of Domino Logic Gates. Several optimizations can be performed on
Domino logic gates. The most obvious performance optimization involves the sizing of
Vbp Vop

My |o— CLK

0=AB '<II ] 2 . L|>o—O=AB
] A E—FI

B —I M, — 1
=
mf
CLK—I M, Figure 6.68 Simple dual rail (differential)

:I Domino logic gate.
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the transistors in the static inverter. With the inclusion of the evaluation devices in Dom-
ino circuits, al gates precharge in parallel, and the precharge operation takes only two
gate delays—charging the output of the dynamic gate to V5, and driving the inverter out-
put low. The critical path during evaluation goes through the pull-down path of the
dynamic gate, and the PMOS pull-up transistor of the static inverter. Therefore, to speed
up the circuit during evaluation, the betaratio of the static inverter should be made high so
that its switching threshold is close to V. This can be accomplished by using a small
(minimum) sized NMOS and a large PMOS device. The minimum-sized NMOS only
impacts the precharge time, which is limited in general due to the parallel precharging of
all gates. The only disadvantage of using a large betaratio is a reduction in noise margin.
A designer should therefor simultaneously consider the reduced noise margin and perfor-
mance during the device sizing.

Numerous variations of Domino Voo
logic have been proposed [Bernstein98]. =
One optimization that reduces areais Mul- CLK—°| My
tiple Output Domino Logic. The basic ]—|>"—01:A B(C+D)
concept is illustrated is Figure 6.69. It
exploits the fact that certain outputs are
subsets of other outputs to generate a
number of logical functions in a single
gate. Inthis example, O3 =C+Disusedin
all three outputs, and hence it is imple-
mented at the bottom of the pull-down
network. Since O2 equals B -0O3, it can
reuse the logic for O3. Notice that the
internal nodes have to be precharged to Figure 6.69 Multiple output Domino
Vpp to produce the correct results. Given
that the internal nodes precharge to Vpp, the number of devices driving precharge devices
is not reduced. However, the number of evaluation transistors is drastically reduced as
they are amortized over multiple outputs. Additionally, this approach resultsin areduction
of the fan-out factor, once again due to the reuse of transistors over multiple functions.

Compound Domino (Figure 6.70) represents another optimization of the generic
Domino gate, once again minimizing the number of transistors. Instead of each dynamic
gate driving a static inverter, it is possible to combine the outputs of multiple dynamic
gates with the aid of acomplex static CMOS gate, as shown in Figure 6.70. The outputs of
three dynamic structures, implementing O1=ABC,02=D E F and O3 = G H, are com-
bined using asingle complex CM OS static gate that implements O = (01+02) 03. The total
logic function realized thisway equalsO=ABCD E F + GH.

Compound Domino is a useful tool for constructing complex dynamic logic gates.
Large dynamic stacks are replaced using parallel small fan-in structures and complex
CMOS gates. For example, alarge fan-in Domino AND can be implemented as parallel
dynamic NAND structures with lower fan-in that are combined using a static NOR gate.
One important consideration in Compound Domino is the problem associated with back-

02=B(C+D) =B 03

03=C+D
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:I :I Figure 6.70 Compound Domino logic uses
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gate coupling. Care must be taken to ensure that the dynamic nodes are not affected by the
coupling between the output of the static gates and the output of dynamic nodes.

np-CMOS

The Domino logic presented in the previous section has the disadvantage that each
dynamic gate requires an extra static inverter in the critical path to make the circuit func-
tional. np-CMOS, provides an alternate approach to cascading dynamic logic by using two
flavors (n-tree and p-tree) of dynamic logic. In ap-treelogic gate, PMOS devices are used
to build a pull-up logic network, including a PMOS evaluation transistor (Figure 6.71)
([Goncalvez83, Friedman84, LeeB86]). The NMOS predischarge transistor drives the out-
put low during precharge. The output conditionally makesa 0 ® 1 transition during eval-
uation depending on itsinputs.
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K 1 Figure 6.71 The np-CMOS logic
circuit style.
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np-CMOS logic exploits the duality between n-tree and p-tree logic gates to elimi-
nate the cascading problem. If the n-tree gates are controlled by CLK, and p-tree gates are
controlled using CLK, n-tree gates can directly drive p-tree gates, and vice-versa. Similar
to Domino, n-tree outputs must go through an inverter when connecting to another n-tree
gate. During the precharge phase (CLK = 0), the output of the n-tree gate, Out1, is charged
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to Vpp, While the output of the p-tree gate, Out2, is pre-discharged to OV. Since the n-tree
gate connects PMOS pull-up devices, the PUN of the p-tree isturned off at that time. Dur-
ing evaluation, the output of the n-tree gate can only make a 1® 0 transition, conditionally
turning on some transistorsin the p-tree. This ensures that no accidental discharge of Out,
can occur. Similarly, n-tree blocks can follow p-tree gates without any problems, as the
inputs to the n-gate are precharged to 0. A disadvantage of the np-CMOS logic styleis that
the p-tree blocks are slower than the n-tree modules, due to the lower current drive of the
PMOS transistors in the logic network. Equalizing the propagation delays requires extra
area.

6.4 Perspectives

6.4.1 How to Choose a Logic Style?

In the preceding sections, we have discussed several gate-implementation approaches
using the CMOS technology. Each of the circuit styles has its advantages and disadvan-
tages. Which one to select depends upon the primary requirement: ease of design, robust-
ness, area, speed, or power dissipation. No single style optimizes all these measures at the
same time. Even more, the approach of choice may vary from logic function to logic
function.

The static approach has the advantage of being robust in the presence of noise. This
makes the design process rather trouble-free and amenabl e to a high degree of automation.
This ease-of-design does not come for free: for complex gates with alarge fan-in, comple-
mentary CMOS becomes expensive in terms of area and performance. Alternative static
logic styles have therefore been devised. Pseudo-NMOS is simple and fast at the expense
of areduced noise margin and static power dissipation. Pass-transistor logic is attractive
for the implementation of a number of specific circuits, such as multiplexers and XOR-
dominated logic such as adders.

Dynamic logic, on the other hand, makes it possible to implement fast and small
complex gates. This comes at a price. Parasitic effects such as charge sharing make the
design process a precarious job. Charge leakage forces a periodic refresh, which puts a
lower bound on the operating frequency of the circuit.

The current trend is towards an increased use of complementary static CMOS. This
tendency is inspired by the increased use of design-automation tools at the logic design
level. These tools emphasize optimization at the logic rather than the circuit level and put
a premium on robustness. Another argument is that static CMOS is more amenable to
voltage scaling than some of the other approaches discussed in this chapter.

6.4.2 Designing Logic for Reduced Supply Voltages

In Chapter 3, we projected that the supply voltage for CMOS processes will continue to
drop over the coming decade, and may go as low as 0.6V by 2010. To maintain perfor-
mance under those conditions, it is essential that the device thresholds scale as well. Fig-
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ure 6.72a shows a plot of the (Vy, Vpp) ratio required to maintain a given performance
level (assuming that other device characteristics remain identical).

This trade-off is not without penalty. Reducing the threshold voltage, increases the
subthreshold leakage current exponentially as we derived in Eq. (3.40) (repeated here for
the sake of clarity).
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Figure 6.72 Voltage Scaling (Vpp/Vy on delay and leakage)

VGS_VThE_:e _nVDs(.j
IIeakage = Islo S gl—lo S; (6.40)

with Sthe slope factor of the device. The subthreshold |eakage of an inverter isthe current
of the NMOS for V;, = 0V and V,; = Vpp (or the PMOS current for V,,, = Vpp and V,; =
0). The exponential increase in inverter leakage for decreasing thresholds illustrated in
Figure 6.72b.

These leakage currents are particularly a concern for designs that feature intermit-
tent computational activity separated by long periods of inactivity. For example, the pro-
cessor in a cellular phone remains in idle mode for a majority of the time. While the
processor is shutdown mode, the system should ideally consume zero or hear-zero power.
Thisisonly possible if leakage is low—this is, the devices have a high threshold voltage.
Thisis in contradictory to the scaling scenario that we just depicted, where high perfor-
mance under low supply voltage means reduced thresholds. To satisfy the contradicting
requirements of high-performance during active periods, and low leakage during standby,
several process modifications or leakage-control techniques have been introduced in
CMOS processes. Most processes with feature sizes at and below 0.18 nm CMOS support
devices with different thresholds—typically a device with low threshold for high perfor-
mance circuits, and a transistor with high threshold for |eakage control. Another approach
that is gaining ground is the dynamic control of the threshold voltage of a device by
exploiting the body effect of the transistor. To use this approach for the control of individ-
ual devicesrequires a dual-well process (see Figure 2.2).

Clever circuit design can also help to reduce the leakage current, which isafunction
of the circuit topology and the value of the inputs applied to the gate. Since V- depends on
body bias (Vgg), the sub-threshold leakage of an MOS transistor depends not only on the
gate drive (Vgg), but also on the body bias. In an inverter with In = 0, the sub-threshold
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leakage of the inverter is set by the NMOS transistor with its Vgg= Vgg = 0 V. In more
complex CMOS gates, the leakage current depends upon the input vector. For example,
the sub-threshold leakage current of a two-input NAND gate is the least when A= B =0.
Under these conditions, the intermediate node X settlesto,

Vy» VipIn(1 +n) (6.41)

The NAND gate sub-threshold leakage is then set by the top-most NMOS transistor with
Vigs= Vgs = -V. Clearly, the sub-threshold leakage under this condition is slightly smaller
than that of the inverter. This reduction in sub-threshold leakage due to stacked transistors
is called the stack effect. Figure 6.73 shows the leakage components for a simple two-

input NAND gate.
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In short-channel MOS transistors, the sub-threshold leakage current depends not
only on the gate drive (Vgg) and the body bias (Vgg), but also depends on the drain voltage
(Vpg)- The threshold voltage of a short-channel MOS transistor decreases with increasing
Vps due to drain induced barrier lowering (DIBL). Typical value for DIBL can range
from 20-150 mV change in V; per volt changein Vg Figure 6.74 illustrates the impact on
the sub-threshold leakage as a result of

Figure 6.73 Sub-threshold leakage reduction due to stack effect
in a two-input NAND gate.

e adecreasein gate drive—point Ato B
e anincreasein body bias—point Ato C
e anincreasein drain voltage—point Ato D.

Because of the latter, the impact of the stack effect is even more significant for
short-channel transistors. The intermediate voltage reduces the drain-source voltage of the
top-most device, and hence reduces its leakage. Consider again the two-input NAND gate
of Figure 6.73, when both M,and M, are off. From the simulated load lines shown in Fig-
ure 6.75, we see that Vy settles to approximately 100 mV in steady state. The steady state
sub-threshold leakage in the NAND gate is hence due to Vo= Vg = -100 mV and Vg =
Vpp - 100 mV, which is 20 times smaller than that |eakage of a stand-alone NMOS tran-
sistor with Vigg= Vgg=0mV and Vg = Vpp [Y€98].

In summary, the sub-threshold leakage in complex stacked circuits can be signifi-
cantly lower than in individual devices. Observe that the maximum |leakage reduction
occurs when al the transistors in the stack are off, and the intermediate node voltage
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reaches its steady state value. Exploiting this effect requires a careful selection of the input
signalsto every gate during standby or sleep mode.
Problem 6.8 Computing Vy
Eq. (6.41) represents intermediate node voltage for a two-input NAND with less than 10%
error, when A = B = 0. Derive Eq. (6.41) assuming (i) V; and |, of M; and M, are approxi-
mately equal, (i) NMOS transistors are identically sized, and (iii) n < 1.5. Explain the tem-
perature dependence of stack effect and leakage reduction due to stack effect using equation
(4.5).
6.5 Summary

In this chapter, we have extensively analyzed the behavior and performance of combina-
tional CMOS digital circuits with regard to area, speed, and power.
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Static complementary CMOS combines dual pull-down and pull-up networks, only
one of which isenabled at any time.

The performance of a CMOS gate is a strong function of the fan-in. Techniques to
deal with fan-in include transistor sizing, input reordering, and partitioning. The
speed isalso alinear function of the fan-out. Extra buffering is needed for large fan-
outs.

The ratioed logic style consists of an active pull-down (up) network connected to a
load device. This resultsin a substantial reduction in gate complexity at the expense
of static power consumption and an asymmetrical response. Careful transistor sizing
is necessary to maintain sufficient noise margins. The most popular approaches in
this class are the pseudo-NM OS techniques and differential DCV SL, which requires
complementary signals.

Pass-transistor logic implements a logic gate as a simple switch network. This
results in very simple implementations for some logic functions. Long cascades of
switches are to be avoided due to a quadratic increase in delay with respect to the
number of elements in the chain. NMOS-only pass-transistor logic produces even
simpler structures, but might suffer from static power consumption and reduced
noise margins. This problem can be addressed by adding alevel-restoring transistor.

The operation of dynamic logic is based on the storage of charge on a capacitive
node and the conditional discharging of that node as a function of the inputs. This
cals for a two-phase scheme, consisting of a precharge followed by an evaluation
step. Dynamic logic trades off noise margin for performance. It is sensitive to para-
sitic effects such as leakage, charge redistribution, and clock feedthrough. Cascad-
ing dynamic gates can cause problems, and should be addressed carefully.

The power consumption of alogic network is strongly related to the switching activ-
ity of the network. This activity is a function of the input statistics, the network
topology, and the logic style. Sources of power consumption such as glitches and
short-circuit currents can be minimized by careful circuit design and transistor siz-
ing.

Threshold voltage scaling is required for low-voltage operation. Leakage control is
critical for low-voltage operation

6.6 To ProbeFurther

The topic of (C)MOS logic styles is treated extensively in the literature. Numerous texts
have been devoted to the issue. Some of the most comprehensive treatments can be found
in [Weste93] and [Chandrakasan01]. Regarding the intricacies of high-performance
design, [Shoji96] and [Bernstein98] offer the most in-depth discussion of the optimization
and analysis of digital MOS circuits. The topic of power minimization is relatively new.
Excellent reference works are [ Chandrakasan95] and [Rabaey95].
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Innovations in the MOS logic area are typically published in the proceedings of the
| SSCC Conference and the VL SI circuits symposium, aswell asthe |EEE Journal of Solid
Sate Circuits (especially the November issue).
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7.1 Introduction

Combinational logic circuitsthat were described earlier have the property that the output
of alogic block isonly a function of thecurrent input values, assuming that enough time
has elapsed for the logic gates to settle.Y et virtually all useful systems require storage of
state information, leading to another class of circuits calledsequential logic circuits. In

these circuits, the output not only depends upon the current values of the inputs, but also
upon preceding input values. In other words, a sequential circuit remembers some of the
past history of the system— it has memory.

Figure 7.1 shows a block diagram of a genericfinite state machine (FSM) that con-
sists of combinational logic and registers that hold thesystem state. The system depicted
here belongs to the class of synchronous sequential systems in which all registers are
under control of asingleglobal clock. The outputs of the FSM are a function of the current
Inputs and the Current State. The Next State is determined based on theCurrent Sate and
the current Inputs and is fed to the inputs of registers. On the rising edge of the clock, the
Next Sate bits are copied to the outputs of the registers (after some propagation delay),
and a new cycle begins. The registerthen ignores changes in the input signals until the
next rising edge. In general, registers can bepositive edge-triggered (where the input data
is copied on the positive edge) or negative edge-triggered (where the input data is copied
on the negative edgeof the clock,asis indicated by a small circle at the clock inpu}.

Inputs ——» — Outputs
COMBINATIONAL
LOGIC
Current State Next State
Registers

Q D [¢——

*CLK

Figure 7.1  Block diagram of a finite state machine usingoositive edge-triggeredregisters.

This chapter discusses the CMOS implementation of the most important sequential
building blocks. A variety of choicesin sequential primitives and clocking methodologies
exist; making the correct selection is getting increasingly important in modern digital cir-
cuits, and can have a great impact on performance, power, and/or design complexity.
Before embarking on a detailed discussion on the various design options, arevision of the
design metrics, and a classification of the sequential elementsis necessary.

7.2 Timing Metricsfor Sequential Circuits

There are three important timing parameters associated with aregister asillustrated in Fig-
ure 7.2. The set-up time (ty) is the time that the data inputs © input) must be valid before
the clock transition (thisis, the 0 to 1 transition for gositive edge-triggered register). The
hold time (t,,;¢) is the time the data input must remain valid after the clock edge. Assum-

.
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Register

CLK \
—»p QI
—>

Figure 7.2 Definition of set-up
Q X DATA time, hold time, and propagatior

Y~

STABLE ¢ delay of a synchronous register.

>

ing that theset-up and hold-times are met, the data at theD input is copied to theQ output
after aworst-case propagation delay (with reference to the clock edge) denoted byt .

Given the timing information for the registers and the combination logic, some sys-
tem-level timing constraints can be derived. Assume that the worst-casepropagation
delay of the logic equalst e, While its minimum delay (also called thecontamination
delay) ist.. The minimum clock periodT, required for proper operation of the sequential
circuit is given by

T3 tc—q + tplogic + tsu (7-1)

The hold time of the register imposes an extra onstraint for proper operation,

*+ tediogic * thold (7.2)

wheret gegister IS the minimumpropagation delay (or contamination delay) of the register.

As seen from Eq. (7.1), it isimportant to minimize thevalues of thetiming parame-
ters associated with the register, as these directly affect the rate at whicha sequential cir-
cuit can be clocked. In fact, modern high-performance systems are characterized by a
very-low logic depth, and the register propagation delay and set-up times account for a
significant portion of the clock period. For examplethe DEC Alpha EV6 microprocessor
[Gieseke97] has a maximum logic depth of 12 gates, and the register overhead stands for
approximately 15% of the clock period. In general, the requirement of Eg. (7.2) is not hard
to meet, although it becomes an issue when thereis little or no logic between registers (or
when the clocks at different registers are somewhat out of phase due to clock skew, aswill
be discussed in alater Chapter).

tcd register

7.3 Classification of Memory Elements

Foreground ver sus Background Memory

At a high level, memory is classified into background and foreground memory. Memory
that is embedded into logic is foreground memory, ands most often organized as individ-
ual registers of register banks. Lage amounts of centralized memory coreare referred to
as background memory. Background memory, discussed later in this book, achieves

.
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higher area densities through efficient use of array structures andby trading off perfor-
mance and robustness for size.In this chapter, we focus on foreground memories.

Static ver sus Dynamic Memory

Memories can be static or dynamic. Static memories preserve the state as long as the
power is turned on. Static memories are built usingpositive feedback or regeneration,
where the circuit topology consists of intentional connectiondetween the output and the
input of a combinational circuit.Static memories are most useful when the register won't
be updated for extended periods of time An example of such is configuration data, loaded
at power-up time. This conditional so holds for most processors that use conditional clock-
ing (i.e., gated clocks) where the clock is turnedoff for unused modules.In that case, there
are no guarantees on how frequently the registers will be clocked, and static memoriesre
needed to preserve the state information. Memory based on positive feedback fall under
the class of elements calledmultivibrator circuits. The bistable element, is its most popu-
lar representative, but other elements such as monostable and astable circuits are also fre-
quently used.

Dynamic memories store state for a short period of time— a the order of millisec-
onds. They are based on the principle of temporarycharge storage on parasitic capacitors
associated with MOS devices. As with dynamic logic discussed earlier, the capacitors
have to be refreshed periodicallyto annihilate charge leakage Dynamic memories tend to
simpler, resulting in significantly higher performance and lower power dissipation. They
are most useful in datapath circuits thatrequire high performance levelsand are periodi-
cally clocked. It is possible to use dynamic circuity even when circuits are conditionally
clocked, if the statecan be discarded when a modul e goesinto idle mode.

Latchesvs. Registers

A latch is an essential component in the onstruction of an edge-triggered register. It is
level-sensitive circuit that passes the D input to the Q output when the clock signal is high
Thislatch is said to be intransparent mode. When the clock is low, the input data sampled
on the falling edge of the clock is held stable at the output for the entire phase, and the
latch isin hold mode. The inputs must be stable for a short period around the falling edge
of the clock to meetset-up and hold requirements. A latch operating under the above con-
ditions is a positive latch. Similarly, anegative latch passes the D input to the Q output
when the clock signal is low The signal waveforms for a positive and negative latchare
shown in Figure 7.3. A wide variety of static and dynamic implementations exists for the
realization of latches.

Contrary tolevel-sensitive latches, edge-triggered registers only sample the input on
aclock transition— 0O--1 for apositive edge-triggered register, and 1-to-0 for anegative
edge-triggered register. They are typically built using the latch primitivesof Figure 7.3 A
most-often recurring configuration is themaster-slave structure that cascades a positive
and negative latch. Registers can also be constructed using one-shot generators of the
clock signal (“glitch” registers), or using other specialized structures. Examples of these
are shown later in this chapter.
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Figure 7.3 Timing of positive and negative latches.

7.4 Static Latchesand Registers

741 TheBistability Principle

Static memories use positive feedback to create abistable circuit — a circuit having two
stable states that represent 0 and 1 The basic idea is shown in Figure 7.4a which shows
two inverters connected in cascadealong with a voltage-transfer characteristic typical of
such acircuit. Also plotted are the VTCs of thefirst inverter, that isV,, versusV,;, and the
second inverter (V,, versus V). The latter plot is rotated to accentuate thatV,, = V,;.
Assume now that the output of the second inverteV, is connected to the input of the first
V;, as shown by the dotted lines in Figure 7.4a. The resulting circuit has only three possi-

Figure 7.4 Two cascaded inverters (a) &E
and their VTCs (b).
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ble operation points (A, B, and C), as demonstrated on the combined VTC. The following
important conjecture is easily proven to be valid:

Under the condition that the gain of the inverter in the transient region is larger than 1, onlj
and B are stable operation points, andC is a metastable operation point.

Suppose that the cross-coupled inverter pair is biased at pointC. A small deviation from
this bias point, possibly caused by noise, is amplified and egenerated around the circuit
loop. This is a consequence of the gain around the loop being larger than 1. The effect is
demonstrated in Figure 7.5a. A small deviationd is applied to V;; (biased in C). This devi-
ation is amplified by the gain of the inverter. The enlarged divergence is applied to the
second inverter and amplified once more. The bias point moves away fron€ until one of
the operation points A or B is reached. In conclusion, C is an unstable operation point.
Every deviation (even the smallest one) causes the operation point to run away from its
original bias. The chanceisindeed very small that the cross-coupled inverter pair is biased
at C and stays there. Operation points with this property are termednetastable.

A A
> ] >
1 1
] ]
> >
C | C
|
" |
I |
I |
I B | B
11 < # 1 ' =
—— -
d Vis = Voo d Vii= Ve
Figure 7.5  Metd&ability. (b)

On the other hand, A and B are stable operation points, as demonstrated in Figure
7.5b. In these points, theloop gain is much smaller than unity. Even arather large devi-
ation from the operation point is reduced in size and disappears.

Hence the cross-coupling of two inverters results in abistable circuit, that is, a cir-
cuit with two stable states, each corresponding to a logic state. The circuit serves as a
memory, storing either a 1 or a 0 (corresponding to positionsA and B).

In order to change the stored value, we must be able to bring the circuit from staté\
to B and vice-versa. Since the precondition for stability is that the loop gairG is smaller
than unity, we can achieve this by makingA (or B) temporarily unstable by increasingG to
avalue larger than 1. Thisis generally done by applying a trigger pulse av;, or V,,. For
instance, assume that the system isin positionA (V,; = 0, V;, = 1). Forcing V,, to 1 causes
both inverters to be on simultaneously for a short time and the loop gairG to be larger
than 1. The positive feedback regenerates the effect of the trigger pulse, and the circuit
moves to the other state B in this case). The width of the trigger pulse need be only alittle
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larger than the total propagation delay around the circuit loop, which is twice the average
propagation delay of the inverters.

In summary, a bistable circuit has two stable states. In absence of any triggering, the
circuit remains in a single state (assuming that the power supply remains applied to the
circuit), and henceremembersavalue. A trigger pulse must be applied to change the state
of the circuit. Another common name for a bistable circuit idlip-flop (unfortunately, an
edge-triggered register is also referred to as aflip-flop).

742 SR Flip-Flops

The cross-coupled inverter pair shown in the previous section provides an gpproach to
store a binary variable in a stable way.However, extra circuitry must be added to enable
control of the memory states. The simplestincarnation accomplishing this & the well-
know SR —or set-reset— lip-flop, an implementation of which is shown in Figure 7.6a.
This circuit is similar to the cross-coupled inverter pairwith NOR gates replacing the
inverters. The second input of the NOR gates is connected to the trigger inputs$and R),
that make it possible to force the outputsQ and Q to a given state. These outputs are com-
plimentary (except for theSR = 11 state). When bothSand Rare 0, the flip-flop isin aqui-
escent state and both outputs retain their value (a NOR gate with one of its input being O
looks like an inverter, and the structure looks like a cross coupled inverter). If a positive
(or 1) pulseis applied to theSinput, theQ output is forced into the 1 state (withQ going to
0). Vice versa, a1 pulse on Rresets the flip-flop and theQ output goes to 0.

S R
s 5 °_©
—]S Q[— 0 0 Q Q
. 1 0 1 0
—]R QI 0o 1 0o 1
R Q [ 1 1 0 0]
Forbid(ﬁn‘ State
(a) Schematic diagram (b) Logic symbol (c) Characteristic table

Figure 7.6 NOR-based SR flip-flop.

These results are summarized in the characteristic table of the flip-flop, shown in
Figure 7.6¢. The characteristic table is the truth table of the gate and lists the output states
as functions of all possible input conditions. When bothS and R are high, both Q and Q
are forced to zero. Since this does not correspond with our constraint thaf) and Q must be
complementary, this input mode is considered to be forbidden. An additional problem
with this condition is that when the input triggers return to their zero levels, the resulting
state of the latch is unpredictable and depends on whatever input is last to go lowFinaly,
Figure 7.6 shows the schematics symbol of theSR flip-flop.
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Problem 7.1 SR Flip-Flop Using NAND Gates s —| o
An SR flip-flop can also be implemented using a
cross-coupled NAND structure as shown in Figure
7.7. Derive the truth table for a such an implemen- R —o Q
tation.

Figure 7.7 NAND-based SR flip-flop.

The SR flip-flops discussed so far are asynchronous, and do not require a dock sig-
nal. Most systems operate in a synchronous fashiorwith transition eventsreferenced to a
clock. One possible realization of a clocked SR flip-flop— alevel-sensitive positive
latch— $ shown in Figure 7.8. It consists of a cross-coupled inverter pair plus 4 extra
transistors to drive the flip-flop from one state to another and taprovide clocked opera-
tion. Observe that the number of transistors isidentical to the implementation of Figure
7.6, but the circuit has the added feature of being clocked. The drawbackof saving some
transistors over a fully-complimentary CMOS implementation g that transistor sizing
becomes critical in ensuring proper functionality. Consider the case where Q is high and
an R pulse is applied. The combination of transistorsM,, M;, and Mg forms a ratioed
inverter. In order to make the latch switch, we must succeed in bringingQ below the
switching threshold of the inverterM;-M,. Once this is achieved, the positive feedback
causes the flip-flop to invert states. This requirement forces us to increase the sizes of tran-
sistors M5, Mg, M-, and M.

VDD

L H

vl [
CLK_I Mg — M, |_CLK
My My

s—|M5 M, |—R

L

— Figure 7.8 CMOS clocked SR flip-flop.

Q

The presented flip-flop does not consume any static power.In steady-state, one
inverter resides in the high state, while the otherone is low. No static paths between Vp
and GND can exist except during switching.

Example 7.1 Transistor Sizing of Clocked SR Latch

Assume that the cross-coupledinverter pair is designed such that the inverter thresholdV,, is
located at Vpp/2. For a 0.25 nm CMOS technology, the following transistor sizes were
selected: (W/L)y,; = (WIL)y3 = (0.5mm/0.25mm), and (W/L),, = (WIL)y, = (1.5nm/0.25mm).
Assuming Q = 0, we determine the minimum sizes ofMs, Mg, M5, and Mg to make the device
switchable.
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To switch the latch from theQ = 0 to the Q = 1 state, it is essential that the low level of
the ratioed, pseudo-NMOS inverter (Ms-Mg)-M, be below the switching threshold of the
inverter Ms-M, that equals Vpp/2. It is reasonable to assume that as long asVg > Vi, Vg
equals 0, and the gate of transistorM, is grounded. The boundary conditions on the transistor
sizes can be derived by equating the currents in the inverter foVg = Vpp / 2, as given in Eg.
(7.3) (thisignores channel length modulation). The currents are determined by the saturation
current since Vg = Vpp = 2.5V and V), = 1.25V. We assume that Mg and Mg have identical
sizes and that W/Lg 4 is the effective ratio of the seriesconnected devices. Under this condi-
tion, the pull-down network can be modeled by a single transistoMgg, whose length is twice
the length of the individual devices.

' V2., . V2 N
k%?i‘\gs_eg%vm = V1) Vpsatn — RELO = k%%gzg?— Vb _VTp)VDSATp - kel (7.3)

2 9 2 @

Using the parameters for the 0.25mm process, Eq. (7.3) results in the constraint that the
effective W/L)ys.6 3 2.26. Thisimplies that the individual device ratio forMg or Mg must be
larger that approximately 4.5. Figure 7.9a shows the DC plot ofV as a function of the indi-
vidual device sizes of Mg and Mg. We notice that the individual device ratio of greater than 3
is sufficient to bring theQ voltage to the inverter switching threshold. The difference between
the manual analysis and simulation arises due to second order effects such as DIBL and chan-
nel length modulation. Figure 7.9 which shows the transient response for different device
sizes. The plot confirms that an individualW/L ratio of greater than 3 is required to overpower
the feedback and switch the state of the latch

20 " " " 3
Q
157+ 1
2 -
)
—_ 12}
©10 4 =
2 s
(o4 1t
05 1
0G0 25 3.0 35 4.0 00020405 08 1 12141618 2
Wilsags time (nsec)
@ (b)

Figure 7.9 Sizing issues for SR flip-flop. (a) DC output voltage vs. individual pulldown
device size of Msand Mg with W/L,= 1.5nm/.25mm. (b) Transient response shows thatM;
and Mg must each have aW/L larger than 3 to swtich theSR flip-flop.

The positive feedback effect makes a manual derivation ofropagation delay of the

SR latch non-trivial. Some simplifications are therefore necessary. Consider, for instance,
the latch of Figure 7.8, whereQ and Q are set to 0 and 1, respectively. A pulseis applied at
node S, causing the latch to toggle. In the first phase of the transient, node is being
pulled down by transistorsMg and Mg. Since nodeQ isinitially low, the PMOS deviceM,
is on while M, is off. The transient response is hence determined by the pseudo-NMOS
inverter formed by (Ms-Mg) and M,,. Once Q reaches the switching threshold of the CMOS
inverter M;-M,, this inverter reacts and the positive feedback comes into action, turning
M, off andM, on. This accelerates the pulling down of nodeQ. From this analysis, we can
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derive that the propagation delay of node Q is approximately equal to the delay of the
pseudo-NMOS inverter formed by Mg-Mg) and M,. To obtain the delay for nodeQ, it is
sufficient to add the delay of the complementary CMOS inverteiM;-M,.

Example 7.2 Propagation Delay of Static SR Flip-Flop

The transient response of the latch in Figure 7.8, as obtained from simulation, is plotted in
Figure 7.10. The devices are sized as described in Example 7.1, and aload of asingle inverter
is assumed for each latch output. The flip-flop isinitially in the reset state, and a$-pulseis
applied. Aswe can observe, this results first in a discharging of the) output whileQ stays at
0. Once the switching threshold of the inverterM5-M, is reached, the Q output starts to rise.
The delay of thistransient is solely determined by thé;-M, inverter, which is hampered by
the slow rise time at itsinput. From the simulation results, we can derive tha,5 and t,, equal
120psec and 230psec, respectively.

3.0
20 §
2]
©
>
10 §
Figure 7.10 Transient response
of SR flip-flop.
0.0
0.9 15

Time (ns)

Problem 7.2 Complimentary CM OSSR FF

Instead of using the modifiedSR FF of Figure 7.8, it is also possible to use complementary
logic to implement the clockedSR FF. Derive the transistor schematic (which consists of 12
transistors). This circuit is more complex, but switches faster and consumes less switching
power. Explain why.

7.4.3 Multiplexer Based Latches

There are many approaches for constructing latches. One very common technique
involves the use of transmission gate multiplexers. Multiplexer based |atches can provide
similar functionality to theSR latch, but has the important added advantage that the sizing
of devices only affects performance and is not critical to the functionality.

Figure 7.11 shows an implementation of static positive and negative latches based
on multiplexers. For a negative latch, when the clock signal is low, the input O of the mul-
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tiplexer is selected, and theD input is passed to the output. When the clock signal is high,
the input 1 of the multiplexer; which connects to the autput of the latch is selected. The
feedback holds the output stable whle the clock signal is high. Similarlyin the positive
latch, the D input is selected when clock is high and the output is held (using feedback)
when clock islow.

Negative Latch Positive Latch
|: Q |: 0 Q
D—p D—p|1
CLK CLK

Figure 7.11 Negative and positive latches based omultiplexers.

A transistor level implementation of a positive latch based on multiplexersis shown
in Figure 7.12. When CLK is high, the bottom transmission gate ison and the latch is
transparent - that is, theD input is copied to theQ output. During this phase, the feedback
loop is open since the top transmission gate i ff. Unlike the SR FF, the feedback does not
have to be overridden to write the memory and hence sizing of transistorsis not critical for
realizing correct functionality. The number of transistors that the clock touches is impor-
tant since it has anactivity factor of 1. This particular latch implementation is not particu-
larly efficient from this metric asit presents aload of 4 transistors to th€LK signal.

CLK

&

=
D_l >° | | Figure 7.12Transistor level implementation of
a positive latch built using transmission gates.

T

CLK
It is possible to reduce the clock load to two transistors by using implement multi-

plexers using NMOS only pass transistor as shown in Figure 7.13 The advantage of this
approach is the reduced clock load of only two NMOS devices. When CLK is high, the
latch samples the D input, while a low clock-signal enables he feedback-loop, and puts
the latchin the hold mode. While attractive for its simplicity, the use ofNMOS only pass
transistors results in the passing of a degraded high voltage ofVyp-V+, to the input of the
first inverter. Thisimpacts both noise margin and the switching performance, especialy in
the case of low values of Vpp and high values of V4, It also causes datic power dissipa-
tionin first inverter, as already pointed out in Chapter 6. $nce the maximum input-volt-
age to the inverter equals Vpp-V+,,, the PMOS device of the inverter is rever turned off,
resulting is a static current flow.
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CLK Qu CLK
1
p—T L — Q,
CLK
1 [
L
CLK
(a) Schematic diagram (b) Nonoverlapping clocks

Figure 7.13 Multiplexer based NMOS latch using NMOS only pass transistors for multiplexers.

744  Master-Slave Based Edge Triggered Register

The most common approach for constructing anedge-triggered register is to use a
master-slave configuration as shown in Figure 7.14. The register consists of cascading a
negative latch (master stage) with a positive latch (slave stage). A multiplexer based latch
isused in this particular implementation, though any latch can be used to realize the mas-
ter and slave stages. On the low phase of the clock, the master stage i$ransparent and the
D input is passed to the master stage output, Qy,. During this period, the slave stage isin
the hold mode, keeping its previous value using feedback. On the rising edge of the clock,
the master slave stops sampling the input, and the slave stage starts sampling. During the
high phase of the clock, the slave stage samples the output of the master stage®,,), while
the master stage remainsin ahold mode. SinceQ,, is constant during the high phase of the
clock, the output Q makes only one transition per cycle. The value ofQ is the value of D
right before the rising edge of the clock, achieving thepositive edge-triggered effect. A
negative edge-triggered register can be constructed using the same principle by simply
switching the order of the positive and negative latch (i.e., placing the positive latch first).

Slave . .

Master CLKl—‘—l—i—l

C o DX0000000CT0M0G0000

1 > QuX 000 XXX
SERY L oy

CLK

CLK
Figure 7.14 Positive edge-triggeredregister based on amaster-slave configuration.

A complete transistor level implementation of athemaster-slave positive edge-trig-
gered register is shown in Figure 7.15. The multiplexer isimplemented using transmission
gates as discussed in the previous section. When clock islow CLK = 1), T, isonand T, is
off, and the D input is sampled onto nodeQ,,. During this period, T5 isoff and T, ison and
the cross-coupled inverters (15, |) holds the state of the slave latch. Whenthe clock goes
high, the master stage stops sampling the input and goes into éold mode. T, is off and T,
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is on, and the cross coupled invertersl, and | , holds the state of Q,,. Also, Tyisonand T,
isoff, and Qy, is copied to the output Q.

T

Qu

=

aid

s
e el
ok ] [ >o—

Figure 7.15 Transistor-level implementation of anaster-slave postive edge-triggered
register using multiplexers.

4$P4HM

Problem 7.30ptimization of the Master Slave Register

It is possible to remove the invertersl,; and |, from Figure 7.3 without loss of functional-
ity. Isthere any advantage in including these inverters in the implementation?

Timing Properties of the multiplexer Bases Master-Slave Register. As discussed ear-
lier, there are three important timing metrics in registers: theset up time, thehold time and
the propagation delay. It is important to understand these factors that affect the timing
parameters and devel op the intuition to manually estimate the parameters. Assume that the
propagation delay of each inverter ist,, ;,, and the propagation delay of the transmission
gateistyy (. Also assume that thecontamination delay is 0 and the inverter delay to derive
CLK from CLK has a delay equal to 0.

The set-up time is the time before the rising edge of the clock that the input datd®
must become valid. Another way to ask the question is how long before the rising edge
does the D input have to be stable such that Q,, samples the value reliably. For the trans-
mission gate multiplexer-based register, the input D has to propagate throughl,, T;, I; and
I, before the rising edge of the clock. Thisis to ensure that the node voltaggeon both ter-
minals of the transmission gateT, are at the same value. Otherwise, it is possible for the
cross-coupled pair |, and |5 to settle to an incorrect value. The set-up time is therefore
equal to3 *tpd_inv + tpd_tx :

The propagation delay is the time for the value of Q,, to propagate to the output Q.
Note that since we included the delay ofl, in the set-up time, the output of I, is valid
before the rising edge of clock. Therefore the delayt,.4 is simply the delay throughT; and
|6 (tc—q = tpd_tx + tpd_inv)'

The hold time represents the time that the input must be held stable after the rising
edge of the clock. In this case, the transmission gatel; turns off when clock goes high and
therefore any changes in theD-input after clock going high are not se& by the input.
Therefore, thehold timeis 0.

.
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Example 7.3 Timing analysis using SPI CE.

Volts

To obtain the set-up time of the register using SPICE, we progressively skew the input with
respect to the clock edge until the circuit fails. Figure 7.16 shows the set-up time simulation
assuming a skew of 210psec and 200 psec. For the 210 psec case, the correct value of inputD
is sampled (in this case, theQ output remains at the value of V). For a skew of 200 psec, an
incorrect value propagates to the output (in this case, theQ output transitions to 0). NodeQ,,
starts to go high while the output ofl, (the input to transmission gateT,) starts to fall. How-
ever, the clock is enabled before the two nodes across the transmission gateT,) settle to the
same value and therefore, results in an incorrect value written into the master latch. Theet-up
time for this register is therefore 210psec.

3.0 : - . . 30
25 25
2.0 20
15 215
S
>
1.0 10
0.5 05
0.0 0.0 |
-0.5 : - . : -05 : . - :
0 0.2 0.4 0.6 0.8 1 0 0.2 04 0.6 0.8 1
time(ns) time (ns)
(8) Toyp =020 (D) Toggyp=0.20ns

Figure 7.16 Set-up time simulation.

In a similar fashion, thehold time can be simulated. The D input edge is once again
skewed relative to the clock signal till the circuit stop functioning. For this design, thaold
time is O - i.e., the inputs can be changed on the clock edge. Finaly, for theropagation
delay, the inputs are transitioned at least aset-up time before the rising edge of the clock and
the delay is measured from the 50% point of theCLK edge to the 50% point of theQ output.
From this simulation (Figure 7.17),t. , 4y Was 160psec and t. ¢y was 180psec.

Figure 7.17 Simulation ofpropagation delay:.

0 0.5 1 15 2 25
time, ns
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As mentioned earlier, the drawbackof the transmission gate registeris the high capacitive
load presented to the clock signal. The clock load per register isimportant since it directly
impacts the power dissipation of the clock network. Ignoring the overhead required to
invert the clock signal (since the buffer inverter overhead can be amortized over multiple
register bits), each register has a clock load of 8 transistors.One approach to reduce the
clock load at the cost of robustness is to make the circuit ratioedFigure 7.18 shows that
the feedback transmission gate can be eliminated by directly cross coupling the inverters.

TR

ye
{}“E DCLQ

T

Iy

CLK

SHE-

[
CLK 4

Figure 7.18 Reduced load clock load staticmaster-slave register.

The penalty for the reduced clock load is increased design complexity. The trans-
mission gate (T;) and its source driver must overpower the feedback inverter [,) to switch
the state of the cross-coupled inverter.The sizing requirements for the transmission gats
can be derived using a similar analysis as performed for theSR flip-flop. The input to the
inverter 1, must be brought below its switching threshold in order to make a transition.If
minimum-sized devices are to be used in the transmission gates, it is essential that th
transistors of inverter |, should be made even weaker. This can be accomplished by mak-
ing their channel-lengths larger than minimum. Using minimum or closeto-minimum-
size devices in the transmission gatesis desirable to reduce the power dissipation in the
latches and the clock distribution network.

Another problem with this scheme is the reverse conduction — this isthe second
stage can affect the state of the first latch. When the slave stage ion (Figure 7.19), it is
possible for the combination of T, and | , to influence the data storedin I ;-I,, latch. Aslong
asl, isaweak device, thisis fortunately not a majorproblem.

1
P

I, Iy
—0K |— DD

Figure 7.19 Reverse conduction possible in the transmission gate.

o o [F] b

745 Non-ideal clock signals
So far, we have assumed thatCLK is a perfect inversion of CLK, or in other words, that the

delay of the generating inverter is zero.Even if this were possible,thiswould still not be a
good assumption. Variations can exist in the wires used to route the twoclock signals or

.
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the load capacitances can vary based on data stored in theconnecting latches. This effect,

known as clock skew is a major problem, and causes the two clock signalsto overlap asis
shown in Figure 7.20b. Clock-overlap can cause two types of failures asillustrated for the
NMOS-only negativemaster-slave register of Figure 7.20a.

CLK X CLK Q
i EEN 1
DT [
B
1 [ 1 [
T T
CLK CLK

(a) Schematic diagram

CLK

CLKJ Figure 7.20 Master-slave register based
on NMOS-only pass transistors.

(b) Overlapping clock pairs

» When the clock goes high, the slave stage should stop sampling the master stage
output and go into a hold mode. However, since CLK and CLK are both high for a
short period of time (theoverlap period), both sampling pass transistors conduct and
there is adirect path from theD input to the Q output. As aresult, data at the output
can change on the rising edge of the clock, which is undesired for aegative edge-
triggered register. The is know as arace condition in which the value of the output
Q is afunction of whether the inputD arrives at node X before or after the falling
edge of CLK. If nodeX is sampled in the metastable state, the output will switchto a
value determined by noise in the system.

» The primary advantage of the multiplexerbased register is that the feedback loop is
open during the sampling period, and therefore sizing of devices is not critical to
functionality. However, if thereis clock overlap betweerCLK and CLK, node A can
be driven by bothD and B, resulting in an undefined state.

Those problems can be avoided by using twonon-overlapping clocks PHI; and PHI,
instead (Figure 7.21), and by keeping the nonoverlap timet,,, oerap DEtWEEN the clocks
large enough such that no overlap occurs even in the presence of clock-routing delays.
During the nonoverlap time, theFF is in the high-impedance state— the feedback loop is
open, the loop gain is zero, and the input is disconnected. L eakage will destroy the state if
this condition holds for too long a time. Hence the namepseudostatic: the register
employs a combination of static and dynamic storage approaches depending upon the state
of the clock.
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PHI, PHI, Q
1 1
DT [,
11
nn T
PHI, PHI,

(a) Schematic diagram

PHI, |_

PHI,

.
R
tnlon_overl ap

(b) Two-phase nonoverlapping clocks
Figure 7.21 Pseudostatic two-phaseD register.

Problem 7.4 Generating non-overlapping clocks

Figure 7.22 shows one possible implementation of the clock generation circuitry for generat-
ing a two-phase non-overlapping clocks. Assuming that each gate has a unit gate delay, derive
the timing relationship between the input clock and the two output clocks. What is the non-
overlap period? How can this period be increased if needed?

PHI,

CLK

Figure 7.22Circuitry for generating a
PHI, two phase non-overlapping clock

746 Low-Voltage Static Latches

The scaling of supply voltages is critical for low power operation. Unfortunately,
certain latch structures dont function at reduced supply voltages. For example, without
the scaling of device thresholds, NMOS only pass transistors (e.g., Figure 7.21) dont
scale well with supply voltage due to its inherent threshold drop. At very low power sup-
ply voltages, the input to the inverter cannot be raised above the switching threshold,
resulting in incorrect evaluation. Even with the use of transmission gates, performance
degrades significantly at reduced supply voltages.

Scaling to low supply voltages hence requires the use of reduced threshold devices.
However, this has the negative effect of exponentially increasing the sub-threshold leak-
age power as discussed in Chapter 6. When the registers are constantly accessed, the leak-
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age energy istypically insignificant compared to the switching power. However, with the
use of conditional clocks, it is possible that registers are idle for extended periods and the
leakage energy expended by registers can be quite significant.

Many solutions are being explored to address the problem of high leakage during
idle periods. One approach for this involves the use of Mitiple Threshold devices as
shown in Figure 7.23 [Mutoh95]. Only the negative latch is shown here. The shaded
inverters and transmission gates are implemented in low-threshold devices. The low-
threshold inverters are gated using high threshold devices to eliminate |eakage.

During normal mode of operation, the sleep devices are tunedon. When clock is
low, the D input is sampled and propagates to the output. When clock is high, the latch is
in the hold mode. The feedback transmission gate conducts and the cross-coupled feed-
back is enabled. Note there is an extra inverter, needed for storage of state when the latch
isin the dleep state. During idle mode, the high threshold devices in series with the low
threshold inverter are turned off (the SLEEP signal is high), eliminating leakage. It is
assumed that clock isin the high state when the latch is in the sleep state. The feedback
low-threshold transmission gate is turnedon and the cross-coupled high-threshold devices

maintains the state of the latch.
l —T Voo

% s |
e

Figure 7.23 One solution for the leakage problem in Io;v-voltage operation using MTCMOS.

Problem 7.5Transistor minimization in the MTCM OS register

Unlike combination logic, both flavors of high threshold devices in series are required to
eliminate the leakage of low threshold gates. Explain why thisis the case. Hint: Eliminate
the high V; NMOS or high V; PMOS of the low threshold inverter on the right of Figure
7.23 and investigate potential leakage paths.
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7.5 Dynamic Latchesand Registers

Storage in a static sequential circuit relies on the concept that a cross-coupled inverter pair
produces a bistable element and can thus be used to memorize binary values. This
approach has the useful property that a stored value remains valid as long as the supply
voltage is applied to the circuit, hence the namestatic. The major disadvantage of the

static gate, however, isits complexity. When registers are used in computational structures
that are constantly clocked such as pipelined datapath, the requirement that the memory
should hold state for extended periods of time can be significantly relaxed.

This results in a class of circuitsbased on temporary storage of charge on parasitic
capacitors. The principle is exactly identical to the one used in dynamic logic— barge
stored on a capacitor can be used to represent a logic signal. The absence of charge
denotes a 0, while its presence stands for a stored 1. No capacitor is ideal, unfortunately,
and some charge leakage is always present. A stored value canhence only be kept for a
limited amount of time,typically in the range of milliseconds. If one wants to preserve
signal integrity, a periodicrefresh of its value is necessary. Hence the namedynamic stor-
age. Reading the value of the stored signal from a capacitor without disrupting the charge
reguires the availability of a device with a high input impedance.

751 Dynamic Transmission-Gate Based Edge-triggred Registers

A fully dynamic positive edge-triggered register based on the master-slave concept is
shown in Figure 7.24. WhenCLK = 0, the input data is sampled on storage node 1, which
has an eguivalent capacitance of C; consisting of the gate capacitance of |, the junction
capacitance of T,, and the overlap gate capacitance of T,. During this period, the slave
stage is in a hold mode, with node 2 in a high-impedance (floating) state. On the rising
edge of clock, thetransmission gate T, turns on, and the value sampled on node 1 right
before the rising edge propagates to the outputQ (note that node 1 is stable during the high
phase of the clock since the first transmission gate is turnedoff). Node 2 now stores the

inverted version of node 1. This implementation of aredge-triggered register is very effi-
cient as it requires only 8 transistors The sampling switches can be implemented using
NMOS-only pass transistors, resulting in a even-simpler 6 transistor implementation

The reduced transistor count is attractive for high-performance and low-power systems.

CLK CLK
1 _CL_Z
'I_I' T T
P—1h T, JT_zLLCZD“ Q
T I ok =+

Figure 7.24 Dynamic edge-triggeredregister.

The set-up time of this circuit is simply the delay of the transmission gateand corre-
sponds to the time it takes node 1 to sample theD input. The hold time is approximately
zero, since the transmission gateis turned off on the clock edge and further inputs changes
are ignored. The propagation delay (t..q) is equal to two inverter delays plus the delay of
the transmission gateT,.
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One important consideration for such a dynamic register is that the storage nodes
(i.e., the state) has to be refreshed at periodic intervalsto prevent aloss due to charge leak-
age, dueto diode leakage as well as sub-thresholdcurrents. In datapath circuits, the refresh
rate is not an issue since the registers are periodically clocked and the storage nodes are
constantly updated.

Clock overlap is an important concern for this register. Consider the clock wave-
forms shown in Figure 7.25 During the 0-O overlap period, the NMOS of T; and the
PMQOS of T, are simultaneously on, creating adirect path for data to flow from theD input
of the register to theQ output. Thisis known asarace condition. The output Q can change
on the falling edge if the overlap period is large— obviously an undesirable effect for a
positive edge-triggered register. The same is true for the 1-1 overlap region, where an
input-output path exists through the PMOS of T; and the NMOS of T,. The latter case is
taken care off by enforcing ahold time constraint. That is, the data must be stable during
the high-high overlap period. Theformer situation (0-0 overlap) can be addressed by mak-
ing sure that there is enough delaybetween theD input and node 2 ensuring that new data
sampled by the master stage does not propagate through to the slave stage. Generallyhe
built in single inverter delay should be sufficient and the overlap period constraint is given
as

tovertapo—0 <tr1 + i + 1 (7.4)

Similarly, the constraint for the 1-1 overlap is given as:

thold > toverlapl— 1 (7-5)

— 1 |(0,0) overlap
CLK X

(1,1) overlap

CLK

Figure 7.25 Impact of non-overlapping clocks

752 C2MOSDynamic Register: A Clock Skew Insensitive Approach

The C2M OS Register

Figure 7.26 shows an ingeniouspositive edge-triggered register based on themaster-save
concept which is insensitive to clock overlap. This circuit is called the @M OS (Clocked
CMOS) register [Suzuki73]. The register operates in two phases.

1. CLK = 0 (CLK = 1): The first tri-state driver is turned on, and the master stage acts
as an inverter sampling the inverted version ofD on the internal nodeX. The master
stage is in theevaluation mode. Meanwhile, the slave section isin a high-impedance
mode, or in ahold mode. Both transistors M, and Mg are off, decoupling the output
from the input. The outputQ retains its previous value stored on the output capacitor
C.,
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Figure 7.26 C?MOS master-slave positive edge-triggeredregister.

2. Theroles are reversed whenCLK = 1: The master stage section isin hold mode M-
M, off), while the second section evaluates {1,-Mg on). The value stored onC ;
propagates to the output node through the slave stage which acts as an inverter.

The overall circuit operates as apositive edge-triggered master-slave register —
very similar to the transmissiongate based register presented earlier. However, there is an
important difference:

A C?MOS register with CLK-CLK clocking is insensitive to overlap, as long as the rise and
fall times of the clock edges are sufficiently small.

To prove the above statement, weexamine both the (0-0) and (1-1) overlap cases
(Figure 7.25). In the (0-0) overlap case, the circuit simplifies to the network shown in Fig-
ure 7.27ain which both PMOS devices areon during this period. The question isdoes any
new data sampled during the overlap window propagate to the outpulQ. Thisis not desir-
able since data should not change on the negative edge for gositive edge-triggered regis-
ter. Indeed new data is sampled on nodeX through the series PMOS devices M,-M,, and
node X can make a 0-to-1 transition during the overlap period. However,this data cannot
propagate to the output since the NMOS deviceM;, is turned off. At the end of the overlap
period, CLK=1 and both M, and M turn off, putting the slave stage is in thehold mode.
Therefore, any new data sampled on the falling clock edge is not seerat the slave output
Q, since the slave state is off till the next rising edge of the clock. Asthe circuit consists of
a cascade of inverters, signal propagation requires one pull-up followed by a pull-down, or
vice-versa, which is not feasible in the situation presented.

The (1-1) overlap case (Figure 7.27b), where both NMOS devices M; and M, are
turned on, is somewhat more contentious. The question isagain if new data sampled dur-
ing the overlap period (right after clock goes high) propagats to the Q output. A positive
edge-triggered register may only pass data that is presented at the input before the rising
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edge. If the D input changes during the overlap period, hodeX can make a 1-to-0 transi-

tion, but cannot propagate to the output. However, as soon as the overlap period is over,

the PMOS Mg is turned on and the Opropagates to output. This effect is not desirable. The
Vpp Vop Voo Voo

. |

(a) (0-0) overlap (b) (1-1) overlap
Figure 7.27  C?MOS D FF during overlap periods. No feasible signal path can exist between
In and D, as illustrated by the arrows.

problem is fixed by imposing a hold time constraint on the input data, D, or, in other
words, the data D should be stable during the overlap period.

In summary, it can be stated that the GMOS latch is insensitive to clock overlaps
because those overlaps activate either the pull-up or the pull-down networks of the latches,
but never both of them simultaneously. If therise and fall times of the clock are suffi-
ciently slow, however, there exists a time slot where both the NMOS and PMOS transis-
tors are conducting. This creates a path between input and output that can destroy the state
of the circuit. Simulations have shown that the circuit operates correctly as long as the
clock rise time (or fall time) is smaller than approximately five times thgropagation
delay of the register. This criterion is not too stringent and is easily met in practical
designs. The impact of the rise and fall timesisillustrated in Figure 7.28, which plots the
simulated transient response of a @MOS D FF for clock slopes of respectively 0.1 and 3
nsec. For slow clocks, the potential for arace condition exists.

3.0

25 1

Figure 7.28 Transient response of
C2MOS FF for 0.1 nsec and 3 nsec
clock rise (fall) times assumingin = 1.
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Dual-edge Triggered Registers

So far, we have focused onedge-triggered registers that sample the input data on
only one of the clock edges (rising or falling). It is also possibleo design sequential cir-
cuits that sample the input on both edges. The advantage of this schemeisthat alower fre-
quency clock (half of the original rate) i distributed for the same functional throughput
resulting in power savings in the clock distribution network.Figure 7.29 shows a modifi-
cation of the ZMOS register to enable sampling on both edges [REFERENCE]. It con-
sists of two parallel master-slave based edge-triggered registers, whose outputs are
multiplexed using the tri-state drivers

When clock is high, the positive latch composed of transistorsM;-M, is sampling
the inverted D input on nodeX. Node Y is held stable, since devicesMg and M, are turned
off. On the falling edge of the clock, the top slave latchMz-Mg turns on, and drives the
inverted value of X to the Q output. During the low phase, the bottom master latch i,
My, Mg, M) isturned on, sampling the inverted D input on nodeY. Note that the devices
M, and M, are reused, reducing the load on theD input. On the rising edge, the bottom
slave latch conducts and drives the inverted version of Y on node Q. Data hence changes
on both edges. Note that the slave latches operate in a complementary fashion — thisis,
only one of them is turned on during each phase of the clock.

Voo A
R T —
n

m‘°| Ma | CLKg[m,

CLK| [ M .W_| M,

1
_| My Figure 7.29 C2MOS based dual-edge triggered register.

Problem 7.6 Dual-edge Registers

Determine how the adoption of dual-edge registers influences the power-dissipation in the
clock-distribution network.

.
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753 TrueSingle-Phase Clocked Register (TSPCR)

In the two-phase clocking schemes described above, care must be taken in routing the two
clock signals to ensure that overlap is minimized. While the EMOS provides a skew-tol-
erant solution, it is possible to designregisters that only use a single phase clock. TheTrue
Sngle-Phase Clocked Register (TSPCR) proposed by Yuan and Svensson uses asingle
clock (without an inverse clock) [Yuan89]. The basic singlephase positive and negative
latches are shown in Figure 7.30. For the positive latch, whenCLK is high, the latch isin
V,

T T T T
o 9 9
In GIJ— alj__'__ In fcik ] CLK :|
— CLK—I CLQ L ] '°| '°| out
' ] il
L L

Positive Latch Negative Latch

Figure 7.30  True Single Phase Latches.

the transparent mode and corresponds to two cascaded inverters; the latch is non-invert-
ing, and propagates the input to the output. On the other hand, wherCLK = 0, both invert-
ers are disabled, and the latch is inhold-mode. Only the pull-up networks are still active,
while the pull-down circuits are deactivated. As a result of the dual-stage approach, no
signal can ever propagate from the input of the latch to the output in thisnode. A register
can be constructed by cascading positive and negative latches. The clock load is similar to
a conventional transmission gate register or C2MOS register. The main advantage is the
use of a single clock phase. The disadvantage is the slight increase in the number of tran-
sistors— 2 transistors are required.

TSPC offers an additional advantage: the possibility of mbedding logic functional -
ity into the latches. This reduces the delay overhead associated withthe latches. Figure
7.31a outlines the basic approach for embedding logic, while Figure 7.31b shows an
example of a positive latch that implements the AND ofin, and In, in addition to perform-
ing the latching function. While theset-up time of this latch has increased over theone
shown in Figure 7.30, the overall performance of the digital circuit that is, the clock
period of asequential circuit)hasimproved: the increase inset-up time istypically smaller
than the delay of an AND gate. This approach of embedding logic into latches has leen
used extensively inthe design of the EV4 DEC Alpha microprocessor [Dobberpuhl92]
and many other high performance processors.

Example 7.4 Impact of embedding logicinto latcheson performance

Consider embedding an AND gate into the TSPC latch as shown in Figure 7.31b. In a 0.25
mm, the set-up time of such a circuit using minimurmsize devices is 140 psec. A conventional
approach, composed of an AND gate followed by a positive latch has an effectiveset-up time
of 600 psec (we treat the AND plus latch as a black box that perforns the AND+ atching
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Voo Voo
VDD
=°

Y gl b
PUN —4 o .
. ‘ cL g ey
CLK _| CL+<_|]1
1T In, —
PDN —| - In, % —

= =

(a) Including logic into the latch - (b) AND latch
Figure 7.31  Adding logic to the TSPC approach.

functions). The embedded logic approach hence results in significant performance improve-
ments.

The TSPC latch circuits can be further reduced in complexity asillustrated in Figure
7.32, where only the first inverter is controlled by the clock. Besides the reduced number
of transistors, these circuits have the advantage that the clock load is reduced by half. On
the other hand, not all node voltages in the latch experience the full logic swing. For
instance, the voltage at nodeA (for V;, = 0 V) for the positive latch maximally equalsVpp
-V 1, Which resultsin areduced drive for the output NMOS transistor and aloss in perfor-
mance. Similarly, the voltage on nodeA (for V;, = V) for the negative latch is only
driven down to Vq,|. This also limits the amount ofVpp, scaling possible on the latch.

Voo Voo Vpp Voo
In |k Out In CL-KO| A Out
A
I I

(a) Positive Latch (b) Negative Latch
Figure 7.32 Simplified TSPC latch (also called split-output).

Figure 7.33 shows the design of a specializedsingle-phase edge-triggered register.
When CLK = 0, the input inverter is sampling the invertedD input on node X. The second
(dynamic) inverter isin the precharge mode, withMg charging up nodeY to Vpp. The third
inverter isin the hold mode, since Mg and My are off. Therefore, during the low phase of
the clock, the input to the final(static) inverter is holding its previous value and the output
Q is stable. On the rising edge of the clock,the dynamic inverterM,-Mg evaluates. If X is
high on the rising edge, nodeY discharges. The third inverter M,-Mg is on during the high
phase, and the node value onY is passed to the output Q. On the positive phase of the
clock, note that nodeX transitions to alow if theD input transitions to a high level. There-
fore, the input must be kept stable till the value on nodeX before the rising edge of the
clock propagatestoY. This represents the hold time of the register (note that thehold time
less than 1 inverter delay since it takes 1 delay for the input to affect nodX). The propa-

.
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gation delay of the register is essentially three inverters since the value on nodeX must
propagate to the output Q. Finally, theset-up timeis the time for nodeX to be valid, which
isoneinverter delay.

VDD VDD VDD
H i jH H 3
7,0

— Me o, f"| ]Mg/[ .
? ?Aﬂi{ :’\!5_ [,

CLI_(<>|
i, Cme L,
] _—;_ _—;_ Figure 7.33 Positive edge-triggeredregister
TSPC.

L1
L1

WARNING: Similar to the CCMOS latch, the TSPC latch malfunctions when thesl ope of
the clock is not sufficiently steep. Slow clocks cause both the NMOS and PMOS clocked
transistors to be on simultaneously, resulting in undefined values of the states and race
conditions. The clock slopes should therefore be carefully controlled. If necessary, local
buffers must be introduced to ensure the quality of the clock signals.

Example 7.5 TSPC Edge-Triggered Register

Transistor sizing is critical for achieving correct functionality in thelr' SPC register. With
improper sizing, glitchesmay occur at the output due to arace condition when the clock tran-
sitions from low to high. Consider the case where D is low and Q=1 (Q=0). While CLK is
low, Y is pre-charged high turning on M. When CLK transitions from low to high nodes Y
and Q start to discharge simultaneously (throughM,-M; and M,-Mg, respectively). OnceY is
sufficiently low, the trend onQ is reversed and the node is pulled high anew through M. Ina
sense, this chain of events is comparable to what would happen if we chain dynamic logic
gates. Figure 7.34 shows the transient response of thecircuit of Figure 7.34 for different sizes

of devicesin thefinal two stages.
3.0 T T T

','deif Qoriginal
f

M, Mg M5, Mg

Volts

Origina 0.5mn 2mm
Width
10
Qoriginal Modified 1mm 1mm
Width

Qrmocified

0.0
0.0 0.2 04 0.6 0.8 1.0
time (nsec)
Figure 7.34 Transistor sizing issues in TSPC (for the register ofFigure 7.33).
This glitch may be the cause of fatal errors, as it may create unwanted events (for
instance, when the output of the latch is used as a clock signal input to another register). It
also reduces the contamination delay of the register. The problem can be corrected by resiz-

ing the relative strengths of thepull-down paths through M,-Ms and M;-Mg, so that Y dis-
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charges much faster than Q. This is accomplished by reducing he strength of the M,-Mg
pulldown path, and by speeding up the M, -Mg pulldown path

7.6 PulseRegisters

Until now, we have usedthe master-slave configuration to create anedge-triggered regis-
ter. A fundamentally different approach forconstructing a register uses pulse signals The
ideaisto construct a short pulse around the rising 6r falling) edge of the clock. Ths pulse
acts as the clock input to alatch (e.g., a TSPC flavor is shown inFigure 7.35a), sampling
the input only in a short window. Race conditions are thus avoided by keeping the opening
time (i.e, the transparent period) of the latch very short. The combination of the glitch-
generation circuitry and the latch results in goositive edge-triggered register.

Figure 7.35b shows an example circuit for constructing a short intentional glitch o
each rising edge of the clock [K0z096]. When CLK = 0, node X is charged up toVpp (My
is off since CLKG is low). On the rising edge of the clock, there is a short period of time
when both inputs of the AND gate are high causing CLKG to go high. This in turn acti-
vates My, pulling X and eventually CLKG low (Figure 7.35c). The length of the pulse is
controlled by thedelay of theAND gate and the two inverters. Note that thereexistsaso a
delay between the rising edges of the input clock (CLK) and the glitch clock CLKG) —
also equal to the delay of the AND gate and the two inverters. If every register on the chip
uses the same clock generation mechanism,this sampling delay does not matter. However,
process variations and load variationsmay cause the delays through the glitch clockcir-
cuitry to be different. This must be taken into account when performing timing verifica-
tion and clock skew analysis (which is the topic of alater Chapter).

_4 My —4 Mg Voo
CLK '

| 0 LI |
> _Jerke| [y, |oke [ " x D—DoDSL—K‘G
] 2 :
My |}

1
|

(a) register (b) glitch generation

CLK

CLKG —I —l

(c) glitch clock
Figure 7.35 Glitch latch - timing generation and register.
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If set-up time and hold time are measured in reference to the rising edge of the glitch
clock, theset-up time is essentially zero, thehold time is equal to the length of the pulse (if
the contamination delay is zero for the gates), and thepropagation delay (t..,) equals two
gate delays. The advantage of the approach is the reduced clock load and thesmall number
of transistorsrequired. The glitch-generation circuitry can be amortized over multiple reg-
ister bits. The disadvantage is a substantial increase in verification complexity. This has
prevented a wide-spread use. They do however provide an alternate approach to conven-
tional schemes and have been adopted in some high performance processors (e.g.,
[Kozo96)).

Another version of the pulsed registeris shown in Figure 7.36(as used in the AMD-
K6 processor [Partovi96]). When the clock is low, M; and M are off and device P, is
turned on. Node X is precharged to V5, the output node (Q) is decoupled from X and is
held at its previous state. CLKD is a delay-inverted version of CLK. On the rising edge of
the clock, M5 and Mg turn on while devices M, and M, stay on for a short period deter-
mined by the delay of the three inverters. During this interval, the circuit igransparent
and the input dataD is sampled by the latch. Once CLKD goes low, node X is decoupled
from theD input and is either held or starts to precharge toVy, by PMOS device P,. On
the falling edge of the clock, nodeX is held at Vp and the output is held stable by the
cross-coupled inverters.

CLK :>|E;1 « —| [P

Figure 7.36 Flow-through positive
edge-triggered register.

Note that this circuit also uses a one-shot, but the one-shot is integrated into the reg-
ister. The transparency period also determines thehold time of the register. The window
must be wide enough for the input data to propagate to theQ output. In this particular cir-
cuit, the set-up time can be negative. Thisis the case if thetransparency window islonger
than the delay from input to output. Thisis #ractive, as data can arrive at the register even
after the clock goes high which means that i meis borrowed from the previous cycle.

Example 7.6 Set-up time of glitch register

The glitch register of Figure 7.36 is transparent during the (1-1) overlap of CLK and CLKD.
As aresult, the input data can actuallychange after the rising edge of the clock, resulting in a
negative set-up time (Figure 7.37). The D-input transitionsto low after the rising edge of the
clock, and transitions high before the falling edge of CLKD (this is, during the transparency
period). Observe how the output follows the input. The output Q does go to the correct value
of Vpp aslong as theinput D is set up correctly some time before the falling edge ofCLKD.
When the negative set-up time is exploited, there can be no gurantees on the monotonic
behavior of the output. That is, the output can have multiple transitions around the rising
edge, and therefore, the output of the register should not be used as a clock to other registers.
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Figure 7.37 Simulation showing a
negative set-up time for the glitch
register.

00 02 04 06 08 10
time (nsec)

Problem 7.7 Converting a glitch register to a conditional glitch register

Modify the circuit in Figure 7.36 sothat it takes an additiordl Enable input. The goal is to
convert the register to a conditional register which latches only when the enable signal is
asserted.

7.7 Sense-Amplifier Based Registers

So far, we have presented two fundamental approaches towards building edge-triggered
registers: the master-slave concept and the glitch technique Figure 7.38 introduces
another technique that uses a sense amplifier structure to implement an edge-triggered
register [Montanaro96]. Sense amplifier circuits accept small input signals and amplify
them to generate rail-to-rail swings. As we will see,sense amplifier circuits are used
extensively in memory cores and in low swing bus drivers to amplify small voltage swings

ouT ouT
VDD VDD
M9 M7 MS MlO
—dl 1b L
L, L,
M T v,
M,
LI
L3 L4 —
IN T IN
M M
_| 2 Voo 3 |_
=M, . . .
CLK i Figure 7.38 Positive edge-triggered
j_ register based on sense-amplifier
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present in heavily loaded wires. There are many techniques to construct these amplifiers,
with the use of feedback (e.g., cross-coupled inverters) being one common approach. The
circuit shown in Figure 7.38 uses a precharged front-end amplifier that samples the differ-
ential input signal on the rising edge of the clock signal. The outputs of front-end are fed
into a NAND cross-coupled SR FF that holds the data and gurantees that the differential

outputs switch only once per clock cycle. The differential inputs in this implementation
dont have to have rail-to-rail swing and hence this register can be used as areceiver for a

reduced swing differential bus.

The core of the front-end consists of a cross-coupled inverter §1s-Mg) whose out-
puts (L, and L,) are precharged using devices Mg and M, during the low phase of the
clock. As aresult, PMOS transistors M, and Mg to be turned off and the NAND FF is
holding its previous state. Transistor M, is similar to an evaluate switch in dynamic cir-
cuits and is turned off ensuring that the differential inputs dont affect the output during
the low phase of the clock. On the rising edge of the clock, the evaluate transistor turnen
and the differential input pair (M, and M) is enabled, and the difference between the input
signalsis amplified on the output nodes orlL; and L,. The cross-coupled inverter pair flips
to one of its the stable states based on the value of the inputs. For example, ifNis1, L, is
pulled to O, and L, remains at V5. Due to the amplifying properties of the input stage, it is
not necessary for the input to swing all the way up toVp, and enables the use of low-
swing signaling on the input wires.

Initiall
Lkl

Lzl
high
impedance H T — L
LYo 10| L, ot
_ w/shorting
IN i
w/o shorting 150 — = Olyl device
device

Inputs Change (CLK still high)

Lll_:j g L

Llﬁ 2 d 050 L,
0>1 L, 1>1
leakage path H L 0 leakage path - T —L
L o Ls\[0>0 101,
L;7|0> L —
’ M IN — N
IN — N 150 0>1
1>0 0>1
L, isisolated so charge accumu- The leakage current attempts to
lates until L,/L5 change state, chargeL,/L but the DC path
causing L, to change state as well. through the shorting transistor
As aresult the flip-flop outputschange. allowsit to leak away to ground.

Figure 7.39 The need for the shorting transistorM,.

The shorting transistor, M,, is used to provide a DC leakage path from either node
L, or L,, to ground. This is necessary to accommodate the case where the inputs change
their value after the positive edge of CLK has occurred, resulting in either L or L, being
left in a high-impedance state with alogical low voltage level stored on the node. Without
the leakage path that node would be susceptible to charging by leakage currentsThe latch
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could then actually change state prior to the next rising edge of CLK! This is best illus-
trated graphically, as shown in Figure 7.39

7.8 Pipelining: An approach to optimize sequential circuits

Pipelining is a popul ar design technique often used to accelerate the operation of the data-
pathsin digital processors. Theideais easily explained with the example of Figure 7.40a.
The goal of the presented circuit is to computdog(jJa- bl), where both a and b represent
streams of numbers, that is, the computation must be performed on alarge set of input val-
ues. The minimal clock periodT,,;,, necessary to ensure correct evaluation is given as:

min — tc—q + tpd,logic + tsu (7-6)

where t, and ty, are the propagation delay and the set-up time of the register, respec-
tively. We assume that the registers areedge-triggered D registers. The termt 4 Stands
for the worst-case delay path through the combinatorial network, which consists of the
adder, absolute value, and logarithm functions. In conventional systems (that dont push
the edge of technology), the latter delay is generally much larger than the delays associ-
ated with the registers and dominates the circuit performance. Assume that eacHogic
module has an equal propagation delay. We note that each logic module is then active for
only 1/3 of the clock period (if the delay of the register isignored). For example, the adder
unit is active during the first third of the period and remainsidle- thisisjt does no useful
computation— during the other 2/3 of the period Pipelining is a technique to improve the
resource utilization, and increase the functional throughput. Assume that we introduce
registers between the logic blocks, as shown in Figure 7.40b. This causes the computation
for one set of input data to spread over a number of clock periods, as shown in Table 7.1.

T

a—p|J
[vd
V'Y
CLK || F» 100 ol out
[vd
b—p 8 CLK (a) Nonpipelined version
[vd
x
CLK
a3
[vd
x
CLK 3 |- 3 log D out
[v4 [od [v4
b —p g CLK CLK CLK
Z N (b) Pipelined version
CLK

Figure 7.40 Datapath for the computation of log@ + b|).
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The result for the data set @, b;) only appears at the output after three clock-periods. At
that time, the circuit has already performed parts of the computations for the next data
sets, (ay, b,) and (as,bs). The computation is performed in an assembly-line fashion, hence
the name pipeline.

Table 7.1 Example of pipelined computations.

Clock Period Adder Absolute Value Logarithm
1 a;+b;
2 a+b, ay + by
3 ag+bg la; + byl log(ja; + by|)
4 a,t+b, lag + by log(laz + b))
5 ag+ b lau+ byl log(jas + by

The advantage of pipelined operation becomes apparent when examining the mini-
mum clock period of the modified circuit. The combinational circuit block has been parti-
tioned into three sections, each of which has a smallepropagation delay than the original
function. This effectively reduces the value of the minimum allowable clock period:

Tmin,pipe = tc—q + max(tpd,add!tpd,abs' tpd,log) (7-7)

Suppose that all logic blocks have approximately the samepropagation delay, and
that the register overhead is small with respect to the logic delays. The pipelined network
outperforms the original circuit by afactor of three under these assumptions, off ., ine=
Tin/3. The increased performance comes at the relatively small cost of two additional reg-
isters, and an increased latency?! This explains why pipelining is popular in the implemen-
tation of very highperformance datapaths.

7.8.1 Latch- vs. Register-Based Pipelines

Pipelined circuits can be constructed usinglevel-sensitive latches instead of edge-trig-
gered registers. Consider the pipelined circuit of Figure 7.41. The pipeline system is
implemented based on pass-transi stor-basedpositive and negative latches instead of edge-
triggered registers. That is, logic is introduced between the master and slave latches of a
master-slave system. In the following discussion, we use without loss of generality the
CLK-CLK notation to denote a two-phase clock system. Latch-based systems give signifi-
cantly more flexibility in implementing a pipelined system, and often offers higher perfor-
mance. When the clocks CLK and CLK are nonoverlapping, correct pipeline operation is
obtained. Input data is sampled onC,; at the negative edge of CLK and the computation of
logic block F starts; the result of the logic blockF is stored on C, on the falling edge of
CLK, and the computation of logic blockG starts. The nonoverlapping of the clocks

! Latency is defined here as the number of clock cycles it takes for the data to propagate from the input to
the output. For the example at hand, pipelining increases the latency from 1 to 3. An increased latency isin gen-
eral acceptable, but can cause a global performance degradation if not treated with care.
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Figure 7.41 Operation of two-phase
pipelined circuit using dynamic registers.

Compute F compute G
ensures correct operation. The value stored onC, at the end of the CLK low phase is the
result of passing the previous input (stored on the falling edge ofCLK on C,) through the
logic function F. When overlap exists between CLK and CLK, the next input is already
being applied to F, and its effect might propagate toC, before CLK goes low (assuming
that the contamination delay of F is small). In other words, arace develops between the
previous input and the current one. Which value wins depends upon the logic functior,
the overlap time, and the value of the inputs since thepropagation delay is often a func-
tion of the applied inputs. The latter factor makes the detection and elimination of race
conditions non-trivial.

782 NORA-CMOS— A Logic Stylefor Pipelined Structures

The latch-based pipeline circuit can also be implemented using @M OS latches, as shown
in Figure 7.42. The operation is similar to the one discussed above. This topology has one
additional, important property:

A C?MOS-based pipelined circuit is race-free as long as al the logic functiong (imple-
mented using static logic) between the latches are noninverting.

The reasoning for the above argument is similar to the argument made in the con-
struction of a CMOS register. During a (0-0) overlap between CLK and CLK, all C?MOS
latches, simplify to pure pull-up networks (see Figure 7.27). The only way a signal can
race from stage to stage under this condition is when the logic functiork is inverting, as
illustrated in Figure 7.43, whereF is replaced by a single, static CMOS inverter. Similar
considerations are valid for the (1-1) overlap.

Based on this concept, a logic circuit style calledNORA-CMOS was conceived
[Goncalves83]. It combines M OS pipeline registers and NORA dynamic logic function
blocks. Each module consists of a block of combinational logic that can be a mixture of
static and dynamic logic, followed by a M OS latch. Logic and latch are clocked in such
away that both are simultaneously in either evaluation, or hold (precharge) mode. A block
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Figure 7.42  Pipelined datapath using GMOS latches.
VDD VDD VDD
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0 — . . .
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T I \_‘ Tt
| Figure 7.43 Potential race condition
L | during (0-0) overlap in GMOS-based

design.

that isin evaluation duringCLK =1 is called aCLK-module, while the inverse is called a
CLK-module. Examples of both classes are shown in Figure 7.44 a and b, respectively.
The operation modes of the modules are summarized in Table 7.2.

Table 7.2 Operation modes for NORA logic modules.

CLK block CLK block
Logic Latch Logic Latch
CLK =0 Precharge Hold Evaluate Evaluate
CLK =1 Evaluate Evaluate Precharge Hold

A NORA datapath consists of a chain of alternatingCLK and CLK modules. While
one class of modulesis precharging with its output latch in hold mode, preserving the pre-
vious output value, the other classis evaluating. Datais passed in a pipelined fashion from
module to module.

NORA offers designers a wide range of design choices. Dynamic and static logic
can be mixed freely, and bothCLK, and CLK, dynamic blocks can be used in cascaded or
in pipelined form. With this freedom of design, extra inverter stages, as required in
DOMINO-CMOS, are most often avoided.

Design Rules

In order to ensure correct operation, two important rules should always be followed:
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(b) CLK-module
Figure 7.44  Examples of NORA CMOS Modules.

* The dynamic-logic rule: Inputs to a dynamicCLK,, (CLK) block are only allowed to
makeasingle0® 1 (1® 0) transition during the evaluation period (Chapter6).

e The C2MOS rule: In order to avoid races, the number of static inversions between
C?MOS latches should be even.

Ia

The presence of dynamic logic circuits requires the introduction of some extensions
to the latter rule. Consider the situation pictured in Figure 7.45a. During prechargeCLK =
0), the output register of the module hasto bein hold mode, isolating the output node from
the internal events in the module. Assume now that a (0-0) overlap occurs. NodeA gets
precharged to Vp, while the latch simplifies to a pull-up network (Figure 7.45b). It can be
observed that under those circumstances the output node charges toVy, and the stored
value is erased! This malfunctioning is caused by the fact that the number of static inver-
sions between the last dynamic node in the module and the latch is odd, which creates an
active path between the precharged node and the output. This translates into the following
rule: The number of static inversions between the last dynamic block in alogic function
and the C2MOS latch should be even. This and similar considerations lead to a reformu-
lated C?M OS rule [Goncalvez83].

.
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(a) Circuit with odd number of static inversions (b) Same circuit during (0-0) clock overlap.
between dynamic logic stage and register

Figure 7.45 Extended C*MOS rules.

Revised C2MOS Rule

« The number of static inversions betweenC2MOS latches should be even (in the absence
of dynamic nodes); if dynamic nodes are present, the number of static inverters between
alatch and a dynamic gate in the logic block should be even. The number of static inver-
sions between the last dynamic gate in alogic block and the latch should be even as well.

Ia

Adhering to the above rules is not always trivial and requires a careful analysis of
the logic equations to be implemented. This often makes the design of an operational
NORA-CMOS structure cumbersome. Its use should only be considered when maximum
circuit performance is a must.

7.9 Non-Bistable Sequential Circuits

In the preceding sections, we have focusedon one single type of ®quential element, thisis
the latch (and its sibling the register). The most important property of such acircuit is that
it has two stable states and is hence called bistable. The bistable element is not the only
sequential circuit of interest. Other regenerative circuits can be cataloged as astable and
monostable. The former act as oscillators and can, for instance, be used for on-chip clock
generation. The latter serve as pulse generators, also called one-shot circuits. Another
interesting regenerative circuit is the Schmitt trigger. This component has the useful prop-
erty of showing hysteresisin its dc characteristics— tis switching threshold is variable and
depends upon the direction of the transition (low-to-high or high-to-low). This peculiar
feature can come in handy in noisy environments.
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79.1 The Schmitt Trigger
Definition
A Schmitt trigger [ Schmitt38] is a device with two important properties:

1. It responds to a slowly changing input waveform with dast transition time at the
output.

2. The voltage-transfer characteristic of the device displayglifferent switching thresh-
olds for positive- and negative-going input signals. This is demonstrated in Figure
7.46, where a typical voltage-transfer characteristic of the Schmitt trigger is shown
(and its schematics symbol). The switching thresholds for théow-to-high and high-
to-low transitions are called V., and V,,., respectively. The hysteresis voltage is
defined as the difference between the two.

A
V,

out

Vou

|
|
I In Out
|
|
|
|

> (b) Schematic symbol
VM— VM+ Vin
(a) Voltage-transfer characteristic

Figure 7.46  Non-inverting Schmitt trigger.

One of the main uses of the Schmitt trigger isto turn anoisy or slowly varying input
signal into a clean digital output signal. Thisisillustrated in Figure 7.47. Notice how the
hysteresis suppresses the ringing on the signal. At the same time, the fast low-to-high (and
high-to-low) transitions of the output signal should be observed. For instance, steep signal
slopes are beneficial in reducing power consumptionby suppressing direct-path currents.
The “secret” behind the Schmitt trigger concept is the use of positive feedback.

Vin A Voul 4

Figure 7.47  Noise suppression using a Schmitt trigger.
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CMOS Implementation

One possible CMOS implementation of the Schmitt trigger is shown in Figure 7.48The
idea behind this circuit is that the switching threshold of a CMOS inverter is determined
by the (k/ky) ratio between the NMOS and PMOS transistors. Increasing the ratio results
in areduction of the threshold, while decreasing it results in an increase irV,, Adapting
the ratio depending upon the direction of the transition results in a shift in the switching
threshold and a hysteresis effect. This adaptation is achieved with the aid of feedback.

VDD
M, \—4 M,
Vin X | Vou
Ml ’_—‘ M3
| Figure 7.48 CMOS Schmitt trigger.

Suppose that V,,, isinitially equal to 0, so thatV,,; = 0 as well. The feedback loop
biases the PMOS transistor M, in the conductive mode whileM; is off. The input signal
effectively connects to an inverter consisting of two PMOS transistors in parallelN], and
M,) as a pull-up network, and a single NMOS transistor (M,) in the pull-down chain. This
modifies the effective transistor ratio of the inverter tdky,,/(ky+ Kua), Which moves the
switching threshold upwards.

Once the inverter switches, the feedback loop turns offM,, and the NMOS device
M, is activated. This extra pull-down device speeds up the transition and produces a clean
output signal with steep slopes.

A similar behavior can be observed for the high-to-low transition. In this case, the
pull-down network originally consists ofM, and M5 in parallel, while the pull-up network
is formed by M,. This reduces the value of the switching threshold tov,,_.

Example 7.7 CMOS Schmitt Trigger

Consider the schmitt trigger with the following device sizes. Device M; and M, are
1mm/0.25mm, and 3mm/0.25mm, respectively. The inverter is sized such that the switching
threshold is around V5/2 (= 1.25 V). Figure 7.49 shows the simulation of theSchmitt trig-
ger assuming that devices M5 and M, are 0.5mm/0.25mm and 1.5nm/0.25mm, respectively. As
apparent from the plot, the circuit exhibits hysteresis. The highto-low switching point (Vy,. =
0.9 V) islower than Vpp/2, while the low-to-high switching threshold (V. = 1.6 V) islarger
than Vpp/2.

It is possible to shift the switching point by changing thesizes of M5 and M,. For
example, to modify the lowto-high transition, we need to vary the PMOS device. The high
to-low threshold is kept constant by keeping the device width ofM; at 0.5 rm. The device
width of M, is varied ask * 0.5nm. Figure 7.49b demonstrates how the switching threshold
increases with raising values ofk.
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(a) Voltage-transfer characteristics with hysteresis. (b) The effect of varying theratio of the

PMOS device M,. The width isk* 0.5mm.
Figure 7.49 Schmitt trigger simulatiors.

Problem 7.8 An Alternative CMOS Schmitt Trigger

Another CMOS Schmitt trigger is shown in Figure 7.50. Discuss the operation of the gate,
and derive expressionsforV,,. and Vy,,.

VDD
_4 M,
M
_4 M, =
In  — Out
_| M,
X
}—-'Vsr—| Voo
__I M,

— Figure 7.50 Alternate CMOS Schmitt trigger.

7.9.2 Monostable Sequential Circuits

A monostable element is a circuit that generatesa pulse of a predetermined width every
time the quiescent circuit istriggered by a pulse or transition event. It is callednonostable
because it has only one stable state (the quiescent one). A trigger event, which is either a
signal transition or a pulse, causes the circuit to go temporarily into another quasi-stable
state. This means that it eventually returns to its original state after a time period deter-
mined by the circuit parameters. This circuit, also called ane-shot, is useful in generating
pulses of a known length. This functionality is required in a wide range of applications.
We have already seen the use of a one-shot in the construction of glitch registers. Another
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notorious example is the address transition detection (ATD) circuit, used for the timing
generation in static memories. This circuit detects a changein asignal, or group of signals,
such as the address or data bus, and produces a pulse to initialize the subsequent circuitry.

The most common approach to the implementation of one-shots is the use of asim-
ple delay element to control the duration of the pulse. The concept isillustrated in Figure
7.51. In the quiescent state, both inputs to the XOR are identical, and the output is low. A
transition on the input causes the XOR inputs to differ temporarily and the output to go
high. After a delayt, (of the delay element), this disruption is removed, and the output
goes low again. A pulse of lengtht, is created. The delay circuit can be realized in many
different ways, such as anRC-network or a chain of basic gates.

In DELAY
f Out

Figure 7.51  Transition-triggered one-shot.

7.9.3 Astable Circuits

An astable circuit has no stable states. The output oscillates back and forth between two
quasi-stable states with a period determined by the circuit topology and parameters (delay,
power supply, etc.). One of the main applications of oscillators is the on-chip generation
of clock signals. Thisapplicationis discussed in detail in alater chapter (on timing).

The ring oscillator is a simple, example of an astable circuit. It consists of an odd
number of inverters connected in acircular chain. Due to the odd number of inversions, no
stable operation point exists, and the circuit oscillates with a period equal to Z t,” N,
with N the number of inverters in the chain andt, the propagation delay of each inverter.

Example 7.8 Ring oscillator

The simulated response of aring oscillator with five stages is shown in Figure 7.52 (all gates
use minimum-size devices). The observed oscillation periodapproximately equals 0.5 nsec,
which corresponds to a gate propagation delay of 50 psec. By tapping the chain at various

points, different phases of the oscillating waveform are obtained (phases 1, 3, and 5 are dis-
3.0 T T

Vi V3 Vg
-

25

20T

1.57]

Volts

1.0

Figure 7.52 Simulated
waveforms of fve-stage ring

05 oscillator. The outputs of stages 1,
15 3, and 5 are shown.
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played in the plot). A wide range of clock signals with different duty-cycles and phases can be
derived from those elementary signals using simple logic operations.

The ring oscillator composed of cascaded invertes produces a waveform with a
fixed oscillating frequency determined by the delay of an inverter in the CMOS process.
In many applications, it is necessary to control the frequency of the oscillator. An example
of such acircuit is thevoltage-controlled oscillator (VCO), whose oscillation frequency is
a function (typically non-linear) of a control voltage. The standard ring oscillator can be
modified into aVCO by replacing the standard inverter with acurrent-starved inverter as
shown in Figure 7.53 [Jeong87]. Themechanism for controlling the delay of each inverter
isto limit the current available to discharge the load capacitance of the gate.

n
|

V,

Cl

_I M, Figure 7.53  Voltage-controlled oscillator based on
ntl current-starved inverters.

In this modified inverter circuit, the maximal discharge current of the inverter islim-
ited by adding an extra series device Note that the low-to-high transition on the inverter
can also be controlled by adding a PMOS device in series withM,. The added NMOS
transistor M, is controlled by an analog control voltageV,,,;, which determines the avail-
able discharge current. LoweringV,,, reduces the discharge current and, hence, increases
ton- The ability to alter thepropagation delay per stage allows us to control the frequency
of thering structure. The control voltageis generally set using feedback techniques. Under
low operating current levels, the current-starved inverter suffers from slow fall times at its
output. This can result in significant short-circuit current. This is resolved by feeding its
output into a CMOS inverter or better yet a Schmitt trigger. An extrainverter is needed at
the end to ensurethat the structure oscillates.

Example 7.9 Current-Starved Inverter Simulation

Figure 7.54 show the simulated delay of the currentstarved inverter asa function of the on-

trol voltage V.. The delay of the inverter can be varied over alarge rangeWhen the control

voltage is smaller than the threshold, the device entersthe sub-threshold region. This results

in large variations of the propagation delay, as the drive current is exponentially dependent
on the drive voltage When operating in this region, he delay is very sensitive to variationsin
the control voltage and, hence, to noise.
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8
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Figure 7.54 t,, of current-starved
wor inverter as a function of the control
voltage.
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Another approach to implement the delay element is to use a differentiaklement as
shown in Figure 7.55a. Since the delay cell provides both inverting and non-inverting out-
puts, an oscillator withan even number of stages can be implemented. Figure 7.55b shows
atwo-stage differential VCO, where the feedback loop provides 18¢° phase shift through
two gate delays, one non-inverting and the other inverting, therefore forming an oscilla-
tion. The simulated waveforms d this two stageVVCO are shown in Figure 7.55¢c. The in-
phase and quadrature phase outputs are available simultaneously The differential type
VCO has better immunity to common mode noisefor example, supply noise) compared to
the common ring oscillator. However, itconsumes more power due to the increased com-
plexity, and the static current.

V- V o+ v,
o o A 3

in+] Fin o X

Vo
Vctrl -l

(a) delay cell (b) two stage VCO
3.0 T

2.5
2.0

1.5

Volts

1.0

0.5

0.0

'0'50_5 15. 25 35 Figure 7.55 Differential delay
time (nsec) element and VCO topology.

(c) simulated waveforms of 2-stageVCO

- “+|®



é chapter7.fm Page 313 Tuesday, April 18, 2000 8:52 PM 4@

A

Section 7.10 Perspective: Choosing a Clocking Strategy 313

7.10 Perspective: Choosing a Clocking Strategy

A crucial decision that must be made in the earliest phases of a chip design i$o select the
appropriate clocking methodology. The reliable synchronization of the various operations
occurring in a complex circuit is one of the most intriguing challenges facing the digital
designer of the next decade. Choosing the right clocking scheme affects the functionality,
speed and power of a circuit.

A number of widely-used clocking schemes were introduced in this chapter. The
most robust and conceptually simple scheme is the two-phasemaster-slave design. The
predominant approach is use themultiplexer-based register, and to generate the two clock
phases locally by simply inverting the clock. More exotic schemesuch as the glitch regis-
ter are also used in practice However, these schemes require significant hand tuning and
must only be usedin specific situatiors. An example of such is the reed for a negative set-
up time to cope with clock skew.

The general trend in high-performance CMOS VLSI design is therefore tause sim-
ple clocking schemes, even at the expense of performance. Most automated design meth-
odologiessuch as standard cell employ a single-phase, edge-triggered approach, based on
static flip-flops. But the tendency towards simpler clocking approaches is also apparent in
high-performance designs such as microprocessors. The use of latches between logic is
also very common to improve circuit performance.

7.11 Summary

This chapter has explored the subject of sequential digital circuits. The following topics
were discussed:

» The cross-coupling of two inverters creates abistable circuit, called a flip-flop. A
third potential operation point turns out to be metastable; that is, any diversion from
this bias point causes the flip-flop to converge to one of the stable states.

» A latch is alevel-sensitive memory element that samples data on one phase and
holds data on the other phase. A register (sometime also called &lip-flop) on the
other hand samples the data on the rising or falling edge. A register has three impor-
tant parameter the set-up time, the hold time, and the propagation delay. These
parameters must be carefully optimized since they may account for a significant
portion of the clock period.

» Registers can be static or dynamic. A static register holds state as long as the power
supply isturned on. It isideal for memory that is accessednfrequently (e.g., recon-
figuration registers or control information). Dynamic memory is based on temporary
charge store on capacitors. The primary advantage is the reduced complexity and
higher performance/lower power. However, charge on a dynamic node leaks away
with time, and hence dynamic circuits have a minimum clock frequency.

» There are several fundamentally different approaches twards building a register.
The most common and widely used approach is themaster-slave configuration
which involves cascading a positive latch and negative latch (or vice-versa).

.
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» Registers can aso be constructed using thepulse or glitch concept. An intentional
pulse (using a one shot circuit) is used to sample the input around an edge. Gener-
ally, the design of such circuits requires careful timing analysis across all process
corners. Sense-amplifier based schemes are also used to construct registers and are
to be used when high performance or low signal swing signalling is required

» Choice of clocking style is an important consideration. Two phase design can result
in race problems. Circuit techniques such as ZMOS can be used to eliminate race
conditions in two-phase clocking. Another option is to use true single phase clock-
ing. However, the rise time of clocks must be carefully optimized to eliminate races.

» The combination of dynamic logic with dynamic latches can produce extremely fast
computational structures. An example of such an approach, the NORA logic style, is
very effective in pipelined datapaths.

» Monostable structures have only one stable state. They are useful as pulse generators.

» Astable multivibrators, or oscillators, possess no stable state. The ring oscillator is
the best-known example of acircuit of this class.

» Schmitt triggers display hysteresis in their dc characteristic and fast transitions in
their transient response. They are mainly used to suppress noise.

7.12 To ProbeFurther

The basic concepts of sequential gates can be found in many logic design textbooks (e.g.,
[Mano82] and [Hill74]). The design of sequential circuits is amply documented in most of
the traditional digital circuit handbooks.

References

[Dopperpuhl92] D. Dopperpuhl et al., “A 200 MHz 64-b Dual Issue CMOS Microprocessor,” |EEE
JSSC, vol. 27, no. 11, Nov. 1992, pp. 1555-1567.

[Gieseke97] B. Bieseke et al., “A 600MHz Superscalar RISC Microprocessor with Out-Of-Order
Execution,” |IEEE | SSCC, pp. 176-177, Feb. 1997.

[Goncalves83] N. Goncalves and H. De Man, “NORA: a racefree dynamic CMOS technique for
pipelined logic structures,” |EEE JSSC, vol. SC-18, no. 3, June 1983, pp. 261-266.

[Haznedar91] H. Haznedar, Digital Microelectronics, Benjamin/Cummings, 1991.
[Hill74] F. Hill and G. Peterson, Introduction to Switching Theory and Logical Design, Wiley, 1974.

[Hodges88] D. Hodges and H. Jackson, Analysis and Design of Digital Integrated Circuits,
McGraw-Hill, 1988.

[Jeong87] D. Jeong et al., “Design of PLL-based clock generation circuits,”| EEE JSSC, vol. SC-22,
no. 2, April 1987, pp. 255-261.

[Kuzo96] S. Kuzo et al., “A 100MHz 0.4W RISC Processor with 200MHz Multiply-Adder, using
Pulse-Register Technique,” |IEEE ISSCC, pp. 140-141, February 1996.

[Mano82] M. Mano, Computer System Architecture, Prentice Hall, 1982.

[Montanaro96] J. Montanaro et al., “A 160-MHz, 32-b, 0.5-W CMOS RISC Microprocessor,” IEEE
JSSC, pp. 1703-1714, November 1996.

%ﬁ

i

*

ﬁ%

aid



é chapter7.fm Page 315 Tuesday, April 18, 2000 8:52 PM

Section 7.13 Exercises and Design Problems 315

[Mutoh95] S. Mutoh et al., “1-V Power Supply High-Speed Digital Circuit Technology with Multi-
threshold-Voltage CMOS,” IEEE JSSC , pp. 847-854, August 1995.

[Partovi96] H. Partovi, “Flow-Through Latch and Edge-Triggered Flip Flop Hybrid Elements,”
|EEE ISSCC, pp. 138-139, February 1996.

[Schmitt38] O. H. Schmitt, “A Thermionic Trigger,” Journal of Scientific Instruments, vol. 15, Jan-
uary 1938, pp. 24-26.

[Shoji88] M. Shoji, CMOS Digital Circuit Technology, Prentice Hall, 1988.

[Suzuki73] Y. Suzuki, K. Odagawa, and T. Abe, “Clocked CMOS calculator circuitry,”| EEE Jour-
nal of Solid State Circuits, vol. SC-8, December 1973, pp. 462—469.

[Veendrick92] H. Veendrick, MOSICs: From Basics to ASICs, VCH, Weinheim, 1992.

[Yuan89] J. Yuan and Svensson C., “High-Speed CMOS Circuit Technique,” [EEE JSSC, val. 24,
no. 1, February 1989, pp. 62—-70.

7.13 Exercises and Design Problems

Ideas for problems - JK FF, Tl 1-V FF, PWM generation, adding asyn. reset, Tom's latch

- static in one phase, look in Hamid's paper,
1. [E, None, 6.2] The indicated waveforms are applied to theJK master-slave flip-flop of Figure
7.56. For this problem, assume that gate delays are short compared to the input signal time scale.

a. Sketch the waveforms that appear at theQ,, and Qg outputs of the master and slave
latches. Assume that the flip-flop isinitialy in the reset state.

b. Do the waveforms exhibit any 1's-catching behavior?

’ ull Jo— Qs

Figure 7.56 JK master-slave

K L L flip-flop.

2. [M&D, SPICE, 6.2] Design the JK flip-flop of Figure 6.14 using static CMOS minimum-size

devices. Vpp =5 V.

a. Estimate the set-up and hold times and thepropagation delay in terms of gate delays. Find
these gate delays using SPICE under the appropriate loading conditions. Compare your
total estimated delay with a SPICE simulation.

b. Use progressive transistor sizing and appropriate ordering to improve the speed. Find the
new set-up and hold times and thepropagation delays using SPICE.
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10.1 Introduction

All sequentia circuits have one property in common—a well-defined ordering of the
switching events must be imposed if the circuit is to operate correctly. If this were not the
case, wrong data might be written into the memory elements, resulting in a functional fail-
ure. The synchronous system approach, in which all memory elements in the system are
simultaneously updated using a globally distributed periodic synchronization signal (that
is, aglobal clock signal), represents an effective and popular way to enforce this ordering.
Functionality is ensured by imposing some strict contraints on the generation of the clock
signals and their distribution to the memory elements distributed over the chip; non-com-
pliance often leads to malfunction.

This Chapter starts with an overview of the different timing methodologies. The
majority of the text is devoted to the popular synchronous approach. We analyze the
impact of spatial variations of the clock signal, called clock skew, and temporal variations
of the clock signal, called clock jitter, and introduce techniques to cope with it. These vari-
ations fundamentally limit the performance that can be achieved using a conventional
design methodol ogy.

At the other end of the design spectrum is an approach called asynchronous design,
which avoids the problem of clock uncertainty all-together by eliminating the need for
globally-distributed clocks. After discussing the basics of asynchronous design approach,
we analyze the associated overhead and identify some practical applications. The impor-
tant issue of synchronization, which is required when interfacing different clock domains
or when sampling an asynchronous signal, aso deserves some in-depth treatment. Finally,
the fundamentals of on-chip clock generation using feedback is introduced along with
trends in timing.

10.2 Classification of Digital Systems

In digital systems, signals can be classified depending on how they are related to alocal
clock [Messerschmitt90][Dally98]. Signals that transition only at predetermined periods
in time can be classified as synchronous, mesochronous, or plesiochronous with respect to
asystem clock. A signal that can transition at arbitrary timesis considered asynchronous.

10.2.1  Synchronous I nterconnect

A synchronous signal is one that has the exact same frequency, and a known fixed phase
offset with respect to the local clock. In such atiming methodology, the signal is “synchro-
nized” with the clock, and the data can be sampled directly without any uncertainty. In
digital logic design, synchronous systems are the most straightforward type of intercon-
nect, where the flow of data in a circuit proceeds in lockstep with the system clock as
shown below.

Here, theinput datasignal In is sampled with register R, to give signal C,,,, whichiis
synchronous with the system clock and then passed aong to the combinational logic
block. After asuitable setting period, the output C,, becomes valid and can be sampled by

.
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cLK ¢ ¢
Figure 10.1 Synchronous interconnect
In - ethodol ogy.
_’ R, [ Oonflga-“ onal ; R, m ay.
gic »
Cin Cou out

R, which synchronizes the output with the clock. In a sense, the “ certainty period” of sig-
nal C,y, or the period where data is valid is synchronized with the system clock, which
allows register R, to sample the data with compl ete confidence. The length of the “uncer-
tainty period,” or the period where data is not valid, places an upper bound on how fast a
synchronous i nterconnect system can be clocked.

10.2.2 Mesochronous interconnect

A mesochronous signal is one that has the same frequency but an unknown phase offset
with respect to the local clock (*meso” from Greek is middle). For example, if data is
being passed between two different clock domains, then the data signal transmitted from
the first module can have an unknown phase relationship to the clock of the receiving
module. In such a system, it is not possible to directly sample the output at the receiving
module because of the uncertainty in the phase offset. A (mesochronous) synchronizer can
be used to synchronize the data signal with the receiving clock as shown below. The syn-
chronizer serves to adjust the phase of the received signal to ensure proper sampling.

D3

BlockA | R, |-p] Interconnect S
1

Clk,

Figure 10.2 Mesochronous communi cation approach using variable delay line.

In Figure 10.2, signa D, is synchronous with respect to Clk,. However, D, and D,
are mesochronous with Clkg because of the unknown phase difference between Clk, and
Clkg and the unknown interconnect delay in the path between Block A and Block B. The
role of the synchronizer is to adjust the variable delay line such that the data signal D5 (a
delayed version of D,) isaligned properly with the system clock of block B. In this exam-
ple, the variable delay element is adjusted by measuring the phase difference between the
received signal and the local clock. After register R, samples the incoming data during the
certainty period, then signal D, becomes synchronous with Clkg.

10.2.3 Plesiochronous I nterconnect

A plesiochronous signa is one that has nominally the same, but dightly different fre-
quency as the local clock (“plesio” from Greek is near). In effect, the phase difference
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driftsin time. This scenario can easily arise when two interacting modules have indepen-
dent clocks generated from separate crystal oscillators. Since the transmitted signal can
arrive at the receiving module at a different rate than the local clock, one needsto utilize a
buffering scheme to ensure all data is received. Typically, plesiochronous interconnect
only occurs in distributed systems like long distance communications, since chip or even
board level circuits typically utilize acommon oscillator to derive local clocks. A possible
framework for plesiochronous interconnect is shown in Figure 10.3.

Timin Clock C
Clock C; 9 2

Recovery ¢
v e
T Receiving
Originating »
FIF
Module 14 O Module

Figure 10.3 Plesiochronous communications using FIFO.

In this digital communications framework, the originating module issues data at
some unknown rate characterized by C,, which is plesiochronous with respect to C,. The
timing recovery unit is responsible for deriving clock C, from the data sequence, and buff-
ering the datain a FIFO. As aresult, C; will be synchronous with the data at the input of
the FIFO and will be mesochronous with C,;. Since the clock frequencies from the origi-
nating and receiving modules are mismatched, data might have to be dropped if the trans-
mit frequency is faster, and data can be duplicated if the transmit frequency is slower than
the receive frequency. However, by making the FIFO large enough, and periodically reset-
ting the system whenever an overflow condition occurs, robust communication can be
achieved.

10.2.4 Asynchronous I nterconnect

Asynchronous signals can transition at any arbitrary time, and are not slaved to any local
clock. As aresult, it is not straightforward to map these arbitrary transitions into a syn-
chronized data stream. Although it is possible to synchronize asynchronous signals by
detecting events and introducing latencies into a data stream synchronized to alocal clock,
amore natural way to handle asynchronous signals is to simply eliminate the use of local
clocks and utilize a self-timed asynchronous design approach. In such an approach, com-
munication between modulesis controlled through a handshaking protocol to perform the
proper ordering of commands.

Data Self-Timed Self-Timed
Reg Logic Reg Logic >

Req |T DV¢ ] lf DV¢
:_’l Interconnect Circuit ’—>< Interconnect Circuit I:_’
A

handshaking
signas

Figure 10.4 Asynchronous design methodology for simple pipeline interconnect.
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When alogic block completes an operation, it will generate a completion signal DV
to indicate that output datais valid. The handshaking signals then initiate a data transfer to
the next block, which latches in the new data and begins a new computation by asserting
the initialization signal I. Asynchronous designs are advantageous because computations
are performed at the native speed of the logic, where block computations occur whenever
data becomes available. There is no need to manage clock skew, and the design methodol-
ogy leads to a very modular approach where interaction between blocks simply occur
through a handshaking procedure. However, these handshaking protocols result in
increased complexity and overhead in communication that can reduce performance.

10.3 Synchronous Design — An In-depth Per spective

10.3.1 Synchronous Timing Basics

Virtually all systems designed today use a periodic synchronization signal or clock. The
generation and distribution of a clock has a significant impact on performance and power
dissipation. For a positive edge-triggered system, the rising edge of the clock is used to
denote the beginning and completion of a clock cycle. In the ideal world, assuming the
clock paths from a central distribution point to each register are perfectly balanced, the
phase of the clock (i.e., the position of the clock edge relative to a reference) at various
points in the system is going to be exactly equal. However, the clock is neither perfectly
periodic nor perfectly simultaneous. Thisresults in performance degradation and/or circuit
malfunction. Figure 10.5 shows the basic structure of a synchronous pipelined datapath. In

| R1 R2
n -
b 0 Combi n§t| onal b o
Logic
2\ N\
CLK + teLke *tCLKZ

tc»q tIL)gic
tc’qx cd tIogic, cd
tsu, thoId

Figure 10.5 Pipdined Datapath Circuit and timing parameters.

the ideal scenario, the clock at registers 1 and 2 have the same clock period and transition
at the exact same time. The following timing parameters characterize the timing of the
sequential circuit.

* The contamination (minimum) delay t. , 4, ahd maximum propagation delay of the
register t.,.

» The set-up (ty,) and hold time (t,,4) for the registers.

* The contamination delay togccq and maximum delay t,,qc of the combinational
logic.
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tyq and ty,,, corresponding to the position of the rising edge of the clock relative to
aglobal reference.

Under ideal conditions (t,; = ty,), the worst case propagation delays determine the
minimum clock period required for this sequential circuit. The period must be long
enough for the data to propagate through the registers and logic and be set-up at the desti-
nation register before the next rising edge of the clock. This constraint is given by (as
derived in Chapter 7):

T>t tg, (10.1)

c—q + tIogic +

At the same time, the hold time of the destination register must be shorter than the mini-
mum propagation delay through the logic network,

thold < tc—q, cdt tIogic, cd (10-2)

The above analysisis simplistic since the clock is never ideal. As a result of process and
environmental variations, the clock signal can have spatial and temporal variations.

Clock Skew

The spatial variation in arrival time of a clock transition on an integrated circuit is com-
monly referred to as clock skew. The clock skew between two pointsi and j on alC is
given by J(ij) = t- tj, where t; and t; are the position of the rising edge of the clock with
respect to a reference. Consider the transfer of data between registers R1 and R2 in Figure
10.5. The clock skew can be positive or negative depending upon the routing direction and
position of the clock source. The timing diagram for the case with positive skew is shown
in Figure 10.6. As the figure illustrates, the rising clock edge is delayed by a positive J at
the second register.

Tok*+9d
TCLK
CLK1 @ ©)
5
o
CLK2 o @
<

S +t,
Figure 10.6 Timing diagram to stuhdy the impact of clock skew on performance and funcationdity. In
this sample timing diagram, & > 0.

Clock skew is caused by static path-length mismatches in the clock load and by def-
inition skew is constant from cycle to cycle. That is, if in one cycle CLK2 lagged CLK1 by
0, then on the next cycleit will lag it by the same amount. It isimportant to note that clock
skew does not result in clock period variation, but rather phase shift.

.
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Tek+d
TCLK
CLK1 @ ®
Clk2 @ )s @
Figure 10.7 Timing diagram for the case when & < 0. The rising edge of CLK2 arrives

earlier than the edge of CLK1.

Skew has strong implications on performance and functionality of a sequential sys-
tem. First consider the impact of clock skew on performance. From Figure 10.6, a new
input In sampled by R1 at edge @ will propagate through the combinational logic and be
sampled by R2 on edge @. If the clock skew is positive, the time available for signal to
propagate from R1 to R2 isincreased by the skew & The output of the combinational logic
must be valid one set-up time before the rising edge of CLK2 (point @). The constraint on
the minimum clock period can then be derived as:

T+o=>t o)

su (10.3)

The above equation suggests that clock skew actually has the potential to improve
the performance of the circuit. That is, the minimum clock period required to operate the
circuit reliably reduces with increasing clock skew! This is indeed correct, but unfortu-
nately, increasing skew makes the circuit more susceptible to race conditions may and
harm the correct operation of sequentia systems.

Asabove, assume that input In is sampled on the rising edge of CLK1 at edge @ into
R1. The new vaues at the output of R1 propagates through the combinationa logic and
should be valid before edge @ at CLK2. However, if the minimum delay of the combina-
tional logic block is small, the inputs to R2 may change before the clock edge @, resulting
in incorrect evaluation. To avoid races, we must ensure that the minimum propagation
delay through the register and logic must be long enough such that the inputs to R2 are
valid for a hold time after edge @. The constraint can be formally stated as

t or T=>t t

c—q+tlogic + su c—q+tlogic+

0+ thoig <tic_g ca)  Laogic, cd)
or
0 <t(c_g,cd) * Logic, ca) ~ thold (10.4)

Figure 10.7 shows the timing diagram for the case when 6 < 0. For this case, theris-
ing edge of CLK2 happens before the rising edge of CLK1. On therising edge of CLK1, a
new input is sampled by R1. The new sampled data propagates through the combinational
logic and is sampled by R2 on the rising edge of CLK?2, which corresponds to edge @. As
can be seen from Figure 10.7 and Eq. (10.3), a negative skew directly impacts the perfor-
mance of sequentia system. However, anegative skew implies that the system never fails,
since edge @ happens before edge @! This can aso be seen from Eq. (10.4), which is
always satisfied since 6 < 0.
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Example scenarios for positive and negative clock skew are shown in Figure 10.8.

b Q Combinational D QP eee
Logic
N\

CLK torke f teLke tCLK3

delay del ay
(a) Positive skew

R2 R3
b Q Combinational D QP eee
Logic
2\

tCLKl * tCLK2 tCLK?;

delay delay CL K
(b) Negative skew

Figure 10.8 Positive and negative clock skew.

Combinational
Logic

Combinational
Logic

* 0> 0—This corresponds to a clock routed in the same direction as the flow of the data
through the pipeline (Figure 10.8a). In this case, the skew has to be strictly controlled
and satisfy Eq. (10.4). If this constraint is not met, the circuit does malfunction indepen-
dent of the clock period. Reducing the clock frequency of an edge-triggered circuit
does not help get around skew problems! On the other hand, positive skew increases the
throughput of the circuit as expressed by Eg. (10.3), because the clock period can be
shortened by &. The extent of thisimprovement is limited as large values of & soon pro-
voke violations of Eq. (10.4).

* 0 <0—When the clock is routed in the opposite direction of the data (Figure 10.8b), the
skew is negative and condition (10.4) is unconditionally met. The circuit operates cor-
rectly independent of the skew. The skew reduces the time available for actual computa-
tion so that the clock period has to be increased by [8]. In summary, routing the clock in
the opposite direction of the data avoids disasters but hampers the circuit performance .

Unfortunately, since a general logic circuit can have data flowing in both directions (for
example, circuits with feedback), this solution to eliminate races will not always work (Figure
10.9). The skew can assume both positive and negative values depending on the direction of

<
Negative skew

Positive skew

(@)
Q
x
N

Clock distribution

Figure 10.9 Datapath structure with feedback.
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the data transfer. Under these circumstances, the designer has to account for the worst-case
skew condition. In general, routing the clock so that only negative skew occursis not feasible.
Therefore, the design of alow-skew clock network is essential.

Example 10.1 Propagation and Contamination Delay Estimation

Consider the logic network shown in Figure 10.10. Determine the propagation and contami-
nation delay of the network, assuming that the worst case gate delay is ty,,. The maximum
and minimum delays of the gates is made, as they are assumed to be identical.

The contamination delay is given by 2 ty. (the delay through OR,; and OR;). On the
other hand, computation of the worst case propagation delay is not as smple as it appears. At
first glance, it would appear that the worst case corresponds to path @ and the delay is Stgater
However, when analyzing the data dependencies, it becomes obvious that path @ is never
exercised. Path @ iscalled afalse path. If A = 1, the critical path goes through OR, and OR,.
If A=0and B =0, the critical path is through 1,,0OR,; and OR, (corresponding to a delay of 3
tgate)- FOF the case when A= 0 and B =1, the critical path is through 1,,0R;, AND zand OR,. In
other words, for this simple (but contrived) logic circuit, the output does not even depend on
inputs C and D (that is, there is redundancy). Therefore, the propagation delay is4 ty,,. Given
the propagation and contamination delay, the minimum and maximum allowable skew can be
easily computed.

A pai @

]
;
/

Figure 10.10 Logic network for computation of performance.

I
WARNING: The computation of the worst-case propagation delay for combinational
logic, due to the existence of false paths, cannot be obtained by simply adding the propa-
gation delay of individua logic gates. The critical path is strongly dependent on circuit
topology and data dependencies.

Clock Jitter

Clock jitter refersto the temporal variation of the clock period at a given point — that is,
the clock period can reduce or expand on a cycle-by-cycle basis. It is strictly a temporal
uncertainty measure and is often specified at a given point on the chip. Jitter can be mea-
sured and cited in one of many ways. Cycle-to-cyclejitter refersto time varying deviation

.
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of asingle clock period and for agiven spatial location i isgiven as Tiei(N) = Ty neq - Ty
- Teuks Where T, jisthe clock period for period n, T;, .4 is clock period for period n+1, and
TeLk isthe nominal clock period.

Jitter directly impacts the performance of a sequential system. Figure 10.11 shows
the nominal clock period as well as variation in period. Ideally the clock period starts at
edge @and ends at edge ® and with a nominal clock period of T, . However, as aresult
of jitter, the worst case scenario happens when the leading edge of the current clock period
is delayed (edge @), and the leading edge of the next clock period occurs early (edge @).

As aresult, the total time available to complete the operation is reduced by 2 t;j, in the
worst case and is given by
TCLK - 2tjitter 2 tc—q + tIogic + tsu or Tz tc—q + tIogic + tsu + 2tjitter (10_5)

The above equation illustrates that jitter directly reduces the performance of a sequential
circuit. Care must be taken to reducejitter in the clock network to maximize performance.

@ Tk ®
CLK @ g ® @ > tjitter
't‘ji:er ®
> Combinational
REGS ombi nati on,
In—> Logic
A\

tIogic
tIogic, cd

Gitter

Figure 10.11 Circuit for studying the impact of jitter on performance.

Impact of Skew and Jitter on Performance

In this section, the combined impact of skew and jitter is studied with respect to conven-
tional edge-triggered clocking. Consider the sequential circuit show in Figure 10.12.

Assume that nominally ideal clocks are distributed to both registers (the clock
period isidentica every cycle and the skew is 0). In reality, thereis static skew & between
the two clock signals (assume that & > 0). Assume that CLK1 has a jitter of tj4eq and
CLK2 has ajitter of tje,. To determine the constraint on the minimum clock period, we
must look at the minimum available time to perform the required computation. The worst
case happen when the leading edge of the current clock period on CLK1 happens late
(edge @) and the leading edge of the next cycle of CLK2 happens early (edge ®@). This
results in the following constraint

TCLK + 6_tjitter1_tjitter2 2 l:c—q + l:Iogic + l:su

or Tz l:c—q + l:Iogic + l:su -0+ l:jitterl + l:jitterz (10.6)
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| R1 R2
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Z\ oge N\

f tCLKl f tCLKZ
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Tok+d %
TCLK
CLK1 o tjit erl
(ORJO) @:0
CLK2 0 o tjinerZ

®:© D @

Figure 10.12 Sequential circuit to study the impact of skew and jitter on edge-triggered
systems. In this example, a positive skew () is assumed.

As the above equation illustrates, while positive skew can provide potential perfor-
mance advantage, jitter has a negative impact on the minimum clock period. To formulate
the minimum delay constraint, consider the case when the leading edge of the CLK1 cycle
arrives early (edge @) and the leading edge the current cycle of CLK2 arrives late (edge
®). The separation between edge @ and ® should be smaller than the minimum delay
through the network. This resultsin

S+ thoig * Yitters * Yitter2 < t(c—q, cd) * L(logic, cd)
or
O <t(c_q cd) T tiogic, cd) — thold — bjitters — Ljitter2 (10.7)

The above relation indicates that the acceptable skew is reduced by the jitter of the two
signals.

Now consider the case when the skew is negative (6 <0) as shown in Figure 10.13.
For the timing shown, |3] > tye,- It can be easily verified that the worst case timing is
exactly the same as the previous analysis, with 6 taking a negative value. That is, negative
skew reduces performance.

@ 6 @
Tok+ 0 >4§; 0
i Terk -
CLK1 e itterl
D ©® 9 ®
CLK2 | Titer2
(ORECY @0

Figure 10.13 Consider a negative clock skew (8) and the skew is assumed to be larger than the jitter.

.
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10.3.2 Sourcesof Skew and Jitter

A perfect clock is defined as perfectly periodic signal that is simultaneous triggered at var-
ious memory elements on the chip. However, due to a variety of process and environmen-
tal variations, clocks are not ideal. To illustrate the sources of skew and jitter, consider the
simplistic view of clock generation and distribution as shown in Figure 10.14. Typically, a
high frequency clock is either provided from off chip or generated on-chip. From a central
point, the clock is distributed using multiple matched paths to low-level memory ele-
ment.s registers. In this picture, two paths are shown. The clock paths include wiring and
the associated distributed buffers required to drive interconnects and loads. A key point to
realize in clock distribution is that the absolute delay through a clock distribution path
is not important; what mattersistherelative arrival time between the output of each path
a the register points (i.e., it is pefectly acceptable for the clock signa to take multiple
cycles to get from a central distribution point to a low-level register as long as all clocks
arrive at the same time to different registers on the chip).

@ Power Supply > L >

® Capadtive Load

@ Coupling to Adjacent Lires

_>

Figure 10.14 Skew and jitter sourcesin synchronous clock distribution.

The are many reasons why the two parallel paths don’t result in exactly the same
delay. The sources of clock uncertainty can be classified in several ways. First, errors can
be divided into systematic or random. Systematic errors are nominally identical from chip
to chip, and are typically predictable (e.g., variation in total |oad capacitance of each clock
path). In principle, such errors can be modeled and corrected at design time given suffi-
ciently good models and ssmulators. Failing that, systematic errors can be deduced from
measurements over a set of chips, and the design adjusted to compensate. Random errors
are due to manufacturing variations (e.g., dopant fluctuations that result in threshold vari-
ations) that are difficult to model and eliminate. Mismatch may also be characterized as
static or time-varying. In practice, there is a continuum between changes that are slower
than the time constant of interest, and those that are faster. For example, temperature vari-
ations on a chip vary on a millisecond time scale. A clock network tuned by a one-time
calibration or trimming would be vulnerable to time-varying mismatch due to varying
therma gradients. On the other hand, to a feedback network with a bandwidth of several
megahertz, thermal changes appear essentially static. For example, the clock net is usually
by far the largest single net on the chip, and simultaneous transitions on the clock drivers
induces noise on the power supply. However, this high speed effect does not contribute to

ﬁ%
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time-varying mismatch because it is the same on every clock cycle, affecting each rising
clock edge the same way. Of course, this power supply glitch may still cause static mis-
match if it is not the same throughout the chip. Below, the various sources of skew and jit-
ter, introduced in Figure 10.14, are described in detail.

Clock-Signal Generation (1)

The generation of the clock signal itself causesjitter. A typical on-chip clock generator, as
described at the end of this chapter, takes a low-frequency reference clock signal, and pro-
duces a high-frequency global reference for the processor. The core of such a generator is
a Voltage-Controlled Oscillator (VCO). This is an anaog circuit, sensitive to intrinsic
device noise and power supply variations. A major problem is the coupling from the sur-
rounding noisy digital circuitry through the substrate. This is particularly a problem in
modern fabrication processes that combine a lightly-doped epitaxia layer and a heavily-
doped substrate (to combat latch-up). This causes substrate noise to travel over large dis-
tances on the chip. These noise source cause temporal variations of the clock signal that
propagate unfiltered through the clock drivers to the flip-flops, and result in cycle-to-cycle
clock-period variations. Thisjitter causes performance degradation.

Manufacturing Device Variations (2)

Distributed buffers are integral components of the clock distribution networks, as they are
required to drive both the register loads as well as the global and local interconnects. The
matching of devicesin the buffers along multiple clock pathsis critical to minimizing tim-
ing uncertainty. Unfortunately, as a result of process variations, devices parameters in the
buffers vary along different paths, resulting in static skew. There are many sources of vari-
ations including oxide variations (that affects the gain and threshold), dopant variations,
and lateral dimension (width and length) variations. The doping variations can affect the
depth of junction and dopant profiles and cause variationsin electrical parameters such as
device threshold and parasitic capacitances. The orientation of polysilicon can also have a
big impact on the device parameters. Keeping the orientation the same across the chip for
the clock driversiscritical.

Variation in the polysilicon critical dimension, is particularly important as it trans-
lates directly into MOS transistor channel length variation and resulting variations in the
drive current and switching characteristics. Spatial variation usually consists of wafer-
level (or within-wafer) variation and die-level (or within-die) variation. At least part of the
variation is systematic and can be modeled and compensated for. The random variations
however, ultimately limits the matching and skew that can be achieved.
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I nterconnect Variations (3)

Vertical and lateral dimension variations cause the interconnect capacitance and resistance
to vary across a chip. Since this variation is static, it causes skew between different paths.
One important source of interconnect variation isthe Inter-level Dielectric (ILD) thickness
variations. In the formation of aluminum interconnect, layers of silicon dioxide are inter-
posed between layers of patterned metallization. The oxide layer is deposited over a layer
of patterned metal features, generaly resulting in some remaining step height or surface
topography. Chemical-mechanical polishing (CMP) is used to “planarize” the surface and
remove topography resulting from deposition and etch (as shown in Figure 10.15a). While
at the feature scale (over an individual metal line), CMP can achieve excellent planarity,
there are limitations on the planarization that can be achieved over a global range. Thisis
primarily caused due to variationsin polish rate that is afunction of the circuit layout den-
sity and pattern effects. Figure 10.15b shows this effect where the polish rate is higher for
the lower spatia density region, resulting in smaller dielectric thickness and higher capac-
itance.

The assessment and control of variation is of critical importance in semiconductor
process devel opment and manufacturing. Significant advances have been made to develop
analytical models for estimating the ILD thickness variations based on spatial density.
Since this component is often predictable from the layout, it is possible to actually correct
for the systematic component at design time (e.g., by adding appropriate delays or making
the density uniform by adding “dummy fills"). Figure 10.16 shows the spatial pattern den-
sity and ILD thickness for a high performance microprocessor. The graphs show that there
is clear correlation between the density and the thickness of the dielectric. So clock distri-
bution networks must exploit such information to reduce clock skew.

Other interconnect variations include deviation in the width of the wires and line
spacing. This results from photolithography and etch dependencies. At the lower levels of
metallization, lithographic effects are important while at higher levels etch effects are
important that depend on width and layout. The width is a critical parameter as it directly
impacts the resistance of the line and the wire spacing affects the wire-to-wire capaci-

(a) Ideally (b) Reality
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Figure 10.15 Inter-level Dielectric (ILD) thickness variation due to density (coutersy of
Duane Boning).
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tance, which the dominant component of capacitance. A detailed review of device and
interconnect variations is presented in [Boning00].

(a) Pattern Density (b) ILD thickness variation
Figure 10.16 Pattern density and IL D thickness variation for a high perf ormance microprocessor.

Environmental Variations (4 and 5)

Environmental variations are probably the most significant and primarily contribute to
skew and jitter. The two major sources of environmenta variations are temperature and
power supply. Temperature gradients across the chip is aresult of variations in power dis-
sipation across the die. This has particularly become an issue with clock gating where
some parts of the chip maybe idle while other parts of the chip might be fully active. This
results in large temperature variations. Since the device parameters (such as threshold,
mobility, etc.) depend strongly on temperature, buffer delay for a clock distribution net-
work along one path can vary drastically for another path. More importantly, this compo-
nent is time-varying since the temperature changes as the logic activity of the circuit
varies. Asaresult, it is not sufficient to simulate the clock networks at worst case corners
of temperature; instead, the worst-case variation in temperature must be simulated. An
interesting question is does temperature variation contribute to skew or to jitter? Clearly
the variation in temperature is time varying but the changes are relatively slow (typica
time constants for temperature on the order of milliseconds). Therefore it usually consid-
ered as a skew component and the worst-case conditions are used. Fortunately, using feed-
back, it is possible to calibrate the temperature and compensate.

Power supply variations on the hand is the major source of jitter in clock distribu-
tion networks. The delay through buffersis a very strong function of power supply as it
directly affects the drive of the transistors. As with temperature, the power supply voltage
is a strong function of the switching activity. Therefore, the buffer delay along one path is
very different than the buffer delay along another path. Power supply variations can be
classified into static (or slow) and high frequency variations. Static power supply varia-
tions may result from fixed currents drawn from various modules, while high-frequency
variations result from instantaneous IR drops along the power grid due to fluctuationsin
switching activity. Inductive issues on the power supply are also a major concern since
they cause voltage fluctuations. This has particularly become a concern with clock gating
as the load current can vary dramatically as the logic transitions back and forth between
the idle and active states. Since the power supply can change rapidly, the period of the
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clock signal is modulated on a cycle-by-cycle basis, resulting in jitter. The jitter on two
different clock points maybe correlated or uncorrelated depending on how the power net-
work is configured and the profile of switching patterns. Unfortunately, high-frequency
power supply changes are difficult to compensate even with feedback techniques. As a
result, power supply noise fundamentally limits the performance of clock networks.

Capacitive Coupling (Oand 0O)

The variation in capacitive load also contributes to timing uncertainty. There are two
major sources of capacitive load variations. coupling between the clock lines and adjacent
signal wires and variation in gate capacitance. The clock network includes both the inter-
connect and the gate capacitance of latches and registers. Any coupling between the clock
wire and adjacent signal results in timing uncertainty. Since the adjacent signal can transi-
tionin arbitrary directions and at arbitrary times, the exactly coupling to the clock network
is not fixed from cycle-to-cycle. This resultsin clock jitter. Another major source of clock
uncertainty isvariation in the gate capacitance related to the sequential elements. The load
capacitance is highly non-linear and depends on the applied voltage. In many latches and
registers this transates to the clock load being a function of the current state of the
latch/register (thisis, the values stored on the internal nodes of the circuit), as well as the
next state. This causes the delay through the clock buffers to vary from cycle-to-cycle,
causing jitter.

Example 10.2 Data-dependent Clock Jitter

Consider the circuit shown in Figure 10.17, where aminimum-sized local clock buffer drives
aregister (actually, four registers are driven, though only one is shown here). The smulation
shows CKb, the output of the first inverter for four possible transitions (00, 0—1, 1-0 and
1-1). Thejitter on the clock based on data-dependent capacitance is illustrated. In general,
the only way to dea with this problem isto use registers that don’t exhibit alarge variation in
load as a function of data — for example, the differential sense-amplifier register shown in

Chapter 7.
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Figure 10.17 Impact of data-dependent clock load on clock jitter for pass-trans stor register.
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10.3.3 Clock-Distribution Techniques

Itisclear from the previous discussion that clock skew and jitter are major issuesin digital
circuits, and can fundamentally limit the performance of adigital system. It is necessary to
design a clock network that minimizes skew and jitter. Another important consideration in
clock distribution is the power dissipation. In most high-speed digital processors, a major-
ity of the power is dissipated in the clock network. To reduce power dissipation, clock net-
works must support clock conditioning — this is, the ability to shut down parts of the
clock network. Unfortunately, clock gating results in additional clock uncertainty.

In this section, an overview of basic constructs in high-performance clock distribu-
tion techniques is presented along with a case study of clock distribution in the Alpha
microprocessor. There are many degrees of freedom in the design of a clock network
including the type of material used for wires, the basic topology and hierarchy, the sizing
of wires and buffers, the rise and fall times, and the partitioning of load capacitances.

Fabricsfor clocking

Clock networks typically include a network that is used to distribute a global reference to
various parts of the chip, and a fina stage that is responsible for local distribution of the
clock while considering the local load variations. Most clock distribution schemes exploit
the fact that the absolute delay from a central clock source to the clocking elements is
irrelevant — only the relative phase between two clocking points is important. Therefore
one common approach to distributing a clock is to use balanced paths (or called trees).

The most common type of clock primitive is the H-tree network (named for the
physical structure of the network) as illustrated in Figure 10.18, where a 4x4 array is
shown. In this scheme, the clock is routed to a central point on the chip and balanced
paths, that include both matched interconnect as well as buffers, are used to distribute the
reference to various leaf nodes. Idedlly, if each path is balanced, the clock skew is zero.
That is, though it might take multiple clock cycles for a signal to propagate from the cen-
tral point to each leaf node, the arrival times are equal at every leaf node. However, in
reality, as discussed in the previous section, process and environmental variations cause
clock skew and jitter to occur.

CLK Figure10.18 Example of an H-tree clock-distribution

network for 16 leaf nodes.

The H-tree configuration is particularly useful for regular-array networks in which
al elements are identical and the clock can be distributed as a binary tree (for example,
arrays of identical tiled processors). The concept can be generalized to a more generic set-
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et [

Figure10.19 An example RC-matched distribution for an
IBM Microprocessor [Restle98].

ting. The more general approach, referred to as routed RC trees, represents afloorplan that
distributes the clock signal so that the interconnections carrying the clock signals to the
functional sub-blocks are of equal length. That is, the general approach does not rely on a
regular physical structure. An example of a matched RC is shown in Figure 10.19. The
chip is partitioned into ten balanced load segments (tiles). The global clock driver distrib-
utes the clock to tile drivers located at the dots in the figure. A lower level RC-matched
treeis used to drive 580 additional driversinside each tile.

Another important clock distribution template is the grid structure as shown in Fig-
ure 10.20 [Bailey00]. Grids are typically used in the final stage of clock network to dis-
tribute the clock to the clocking element loads. This approach is fundamentally different
from the balanced RC approach. The main difference isthat the delay from the final driver
to each load is not matched. Rather, the absol ute delay is minimized assuming that the grid
size is small. A major advantage of such a grid structure is that it allows for late design
changes since the clock is easily accessible at various points on the die. Unfortunately, the
penalty is the power dissipation since the structure has alot of unnecessary interconnect.

It is essentia to consider clock distribution in the earlier phases of the design of a
complex circuit, since it might influence the shape and form of the chip floorplan. Clock
distribution is often only considered in the last phases of the design process, when most of
the chip layout is aready frozen. This results in unwieldy clock networks and multiple

¢GCLK

| Driver |
GCLK_ |& g
>z |  Z|€EEK
s} Q
o A " Figure 10.20 Grid structures allow alow skew
Driver distribution and physica design flexibility at the
cost of power dissipation [Bailey00].
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timing constraints that hamper the performance and operation of the fina circuit. With
careful planning, a designer can avoid many of these problems, and clock distribution
becomes a manageable operation.

Case Sudy—The Digital Alpha Microprocessor s

In this section, the clock distribution strategy for three generations of the Alpha micropro-
cessor is discussed in detail. These processors have always been at the cutting edge of the
technology, and therefore represent an interesting perspective on the evolution of clock
distribution.

The Alpha 21064 Processor.  Thefirst generation Alphamicroprocessor (21064 or EV4)
from Digital Equipment Corporation used a single globa clock driver [Dobberpuhl92].
The distribution of clock load capacitance among various functiona block shown in Fig-
ure 10.20, resulting in a total clock load of 3.25nF! The processor uses a single-phase
clock methodology and the 200Mhz clock is fed to a binary fanning tree with five levels of
buffering. The inputs to the clock drivers are shorted out to smooth out the asymmetry in
the incoming signals. The final output stage, residing in the middle of the chip, drives the
clock net. The clock driver and the associated pre-drivers account for 40% of the effective
switched capacitance (12.5nF), resulting in significant power dissipation. The overall
width of the clock driver was on the order of 35cm in a 0.75um technology. A detail clock
skew simulation with process variations indicates that a clock uncertainty of less than
200psec (< 10%) was achieved.

Integer Unit ||Write
1129pF Buffer

- ICach 82pF
| clock driver | 3%che ! s

(35cm width) YY o VY [pga
Floating Unit||Cache
803pF  ||208pH

Figure 10.21 Clock load for the .

The Alpha 21164 Processor .  The Alpha 21164 microprocessor (EV5) operates at a
clock frequency of 300 Mhz while using 9.3 million transistors on a 16.5 mm x 18.1 mm
die in a 0.5 um CMOS technology [Bowhill95]. A single-phase clocking methodology
was selected and the design made extensive use of dynamic logic, resulting in a substantial
clock load of 3.75 nF. The clock-distribution system consumes 20 W, which is 40% of the
total dissipation of the processor.

The incoming clock signal is first routed through a single six-stage buffer placed at
the center of the chip. The resulting signal is distributed in metal-3 to the left and right
banks of final clock drivers, positioned between the secondary cache memory and the out-
side edge of the execution unit (Figure 10.22a). The produced clock signal is driven onto a
grid of metal-3 and metal-4 wires. The equivalent transistor width of the final driver
inverter equals 58 cm! To ensure the integrity of the clock grid across the chip, the grid
was extracted from the layout, and the resulting RC-network was simulated. A three-
dimensional representation of the simulation results is plotted in Figure 10.22b. As evi-
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Clock driver

(a) Chip microphotograph, showing position- (b) Clock skew simulation.
ing of clock drivers.

Figure10.22 Clock distribution and skew in 300 MHz microprocessor (Courtesy of Digital Equipment
Corporation).
dent from the plot, the skew is zero at the output of the left and right drivers. The maxi-
mum vaue of the absolute skew is smaller than 90 psec. The critical instruction and
execution units all see the clock within 65 psec.

Clock skew and race problems were addressed using a mix-and-match approach.
The clock skew problems were eliminated by either routing the clock in the opposite direc-
tion of the data at a small expense of performance or by ensuring that the data could not
overtake the clock. A standardized library of level-sensitive transmission-gate latches was
used for the complete chip. To avoid race-through conditions, a number of design guide-
lines were followed including:

e Careful sizing of the local clock buffers so that their skew was minimal.

* At least one gate had to be inserted between connecting latches. This gate, which
can be part of the logic function or just asimple inverter, ensures that the signal can-
not overtake the clock. Special design verification tools were developed to guaran-
tee that this rule was obeyed over the complete chip.

To improve the inter-layer dielectric uniformity, filler
polygons were inserted between widely spaced lines (Figure
10.23). Though this may increase the capacitance to nearby
signal lines, theimproved uniformity resultsin lower variation
and clock uncertainty. The dummy fills are automatically
inserted, and tied to one of the power rails (Vpp or GND). This
technique is used in many processors for controlling the clock
skew.

This example demonstrates that managing clock skew Figure 1023 Dummy
and clock distribution for large, high-performance synchro-  fij|sreducethe ILD

variation and improve
clock skew.
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nous designs is a feasible task. However, making such a circuit work in a reliable way
requires careful planning and intensive analysis.

The Alpha 21264 Processor. A hierarchical clocking scheme is used in the 600M hz
Alpha 21264 (EV6) processor (in 0.35um CMOS) as shown in Figure 10.24. The choice
of a hierarchical clocking scheme for this processor is significantly different than their
previous approaches, which did not have a hierarchy of clocks beyond the global clock
grid. Using a hierarchical clocking approach makes trade-off’s between power and skew
management. Power is reduced because the clocking networks for individual blocks can
be gated. As seen in previous generation microprocessors, the clock power contributesto a
large fraction of overall power consumption. Also the flexibility of having local clocks
provides the designers with more freedom with circuit styles at the module level. The
drawback of using a hierarchical clock network is that skew reduction becomes more dif-
ficult because clocks to various local registers may go through very different paths, which
may contribute to the skew. However, using timing verification tools, the skew can be
managed by tweaking of clock drivers.

Cordiianed
Local Clocks
saned -
F eimrmms] |L
[ -5 T | Pl " Ln; Cloeks
[ wiE I AT S W Figure 10.24 Clock
_PLL D | hierarchy for the Alpha
| i 21264 Processor.

— [
Hlale Elemenis

The clock hierarchy consists of a global clock grid, called GCLK, that covers the
entire die. State elements and clocking points exist from 0 to 8 levels past GCLK. The on-
chip generated clock is routed to the center of the die and distributed using tree structures
to 16 distributed clock drivers (Figure 10.25). The global clock distribution network uti-
lizes a windowpane configuration, that achieves low skew by dividing up the clock into 4
regions -- this reduces the distance from the drivers to the loads. Each grid pane is driven
from four sides, reducing the dependence on process variations. This also helps the power
supply and thermal problems as the drivers are distributed through the chip.

Use of agrid-ded clock has the advantage of reducing the clock skew and provides
universal availability of clock signals. The drawback clearly is the increased capacitance
of the Global Clock grid when compared to a tree distribution approach. Beyond the
GCLK isamagjor clock grid. The major clock grid are used to drive different large execu-
tion blocks within the chip including 1) Bus interface unit 2) integer issue and execution
units 3) floating point issue and execution units 4) instruction fetch and branch prediction
unit 5) load/store unit and 6) pad ring. The reason the major clocks were introduced wasto
reduce power because the major clocks have localized loads, and can be sized appropri-
ately to meet the skew and edge requirements for the local loading conditions.

.
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Figure 10.25 Globa clock-distribution network in a window-pane structure.

The last hierarchy of clocks in the Alpha processor are the local clocks, which are
generated as needed from any other clock, and typicaly can be customized to meet local
timing constraints. The local clocks provide great flexibility in the design of the local logic
blocks, but at the same time, makes it significantly more difficult to manage skew. For
example, loca clocks can be gated in order to reduce power, can be driven with wildly dif-
ferent loads, and can even be tweaked to enable time borrowing between different blocks.
Furthermore, the local clocks are susceptible to coupling from data lines as well because
they are loca and not shielded like the global grid-ded clocks. As aresult, the local clock
distribution is highly dependent on it’s loca interconnection, and has to be designed very
carefully to manage local clock skew.

Design Techniques—Dealing with Clock Skew and Jitter

To fully exploit the improved performance of logic gates with technology scaling, clock
skew and jitter must be carefully addressed. Skew and jitter can fundamentally limit the
peformance of adigita circuits. Some guidelines for reducing of clock skew and jitter are
presented bel ow.

1. To minimize skew, balance clock paths from a central distribution source to individ-
ual clocking elements using H-tree structures or more generally routed tree struc-
tures. When using routed clock trees, the effective clock load of each path that
includes wiring as well astransistor loads must be equalized.

2. The use of local clock grids (instead of routed trees) can reduce skew at the cost of
increased capacitive load and power dissipation.

3. If data dependent clock load variations causes significant jitter, differential registers
that have a data independent clock load should be used. The use of gated clocks to
save also results in data dependent clock load and increased jitter. In clock networks
where the fixed load is large (e.g., using clock grids), the data dependent variation
might not be significant.

4. If dataflowsin one direction, route data and clock in opposite directions. This elmi-
nates races at the cost of perfomance.
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5. Avoid data dependent noise by shielding clock wires from adjacent signal wires. By
placing power lines (Vpp of GND) next to the clock wires, coupling from neighbor-
ing signal nets can be minimized or avoided.

6. Variations in interconnect capacitance due to inter-layer dielectric thickness varia-
tion can be greatly reduced through the use of dummy fills. Dummy fills are very
common and reduce skew by increasing uniformity. Systematic variations should be
modeled and compensated for.

7. Variation in chip temperature across the die causes variations in clock buffer delay.
The use of feedback circuits based on delay locked loops as discussed later in this
chapter can easily compensate for temperature variations.

8. Power supply variation is a significant component of jitter as it impacts the cycleto
cycle delay through clock buffers. High frequency power supply variation can be
reduced by addition of on-chip decoupling capacitors. Unfortunately, decoupling
capacitors require a significant amount of area and efficient packaging solutions
must be leveraged to reduce chip area.

Ia

10.3.4 Latch-Based Clocking

While the use of registers in a sequential circuits enables a robust design methodology,
there are sgnificant performance advantages to using a latch based design in which com-
binational logic is separated by transparent latches. In an edge-triggered system, the worst
case logic path between two registers determines the minimum clock period for the entire
system. If alogic block finishes before the clock period, it hasto idle till the next input is
latched in on the next system clock edge. The use of a latch based methodology (asillus-
trated in Figure 10.26) enables more flexible timing, alowing one stage to pass slack to or
steal time from following stages. This flexibility, allows an overall performance increase.
Note that the latch based methodology is nothing more than adding logic between latches
of a master-slave flip-flop.

For the latch-based system in Figure 10.26, assume a two-phase clocking scheme.
Assume furthermore that the clock are ideal, and that the two clocks are inverted versions
of each other (for sake of simplicity). In this configuration, a stable input is available to
the combinational logic block A (CLB_A) on the faling edge of CLK1 (at edge @) and it
has a maximum time equal to the T /2 to evaluate (that is, the entire low phase of
CLK1). On the falling edge of CLK2 (at edge @), the output CLB_A is latched and the
computation of CLK_B is launched. CLB_B computes on the low phase of CLK?2 and the
output is available on the faling edge of CLK1 (at edge @). This timing appears eguiva-
lent to having an edge-triggered system where CLB_A and CLB_B are cascaded and
between two edge-triggered registers (Figure 10.27). In both cases, it appears that the time
available to perform the combination of CLB_A and CLB_B iS T k.
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Figure 10.26 Latch-based design in which transparent latches are separated by combinational logic.

However, there is an important performance related difference. In a latch based sys-
tem, since the logic is separated by level sensitive latches, it possible for alogic block to
utilize time that is left over from the previous logic block and this is referred to as slack
borrowing [Bernstein00]. This approach requires no explicit design changes, as the pass-
ing of slack from one block to the next is automatic. The key advantage of slack borrow-
ing isthat it allows logic between cycle boundaries to use more than one clock cycle while
satisfying the cycle time constraint. Stated in another way, if the sequential system works
at a particular clock rate and the total logic delay for a complete cycle is larger than the
clock period, then unused time or slack has been implicitly borrowed from preceding
stages. Thisimplies that the clock rate can be higher than the worst case critical path!

Slack passing happens due to the level sensitive nature of latches. In Figure 10.26,
the input to CLB_A should be valid by the falling edge of CLK1 (edge @). What happens
if the combinational logic block of the previous stage finishes early and has a valid input
data for CLB_A before edge @7 Since the a latch is transparent during the entire high
phase of the clock, as soon as the previous stage has finished computing, the input data for
CLB_Aisvalid. Thisimpliesthat the maximum time available for CLB_A isits phasetime
(i.e., the low phase of CLK1) and any left over time from the previous computation. For-
mally state, slack passing has taken placeif To « <ty a + g, g @nd the logic functions cor-
rectly (for simplicity, the delay associated with latches are ignored). An excellent
quantitative analysis of slack-borrowing is presented in [Bernstein00].

n L1 L2 L1 L2
—»lD O—P|D © CLB_B D Q D Q Qoo

F o o
CLK1 CLK2 CLK1 CLK2

Figure 10.27 Edge-triggered pipeline (back-to-back latches for edge-triggered registers) of thelogic in Figure
10.26.

Consider the latch based system in Figure 10.28. In this example, point a (input to
CLB_A) isvalid before the edge @. Thisimplies that the previous block did not use up the
entire high phase of CLK1, which results in slack time (denoted by the shaded area). By

.
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construction, CLB_A can start computing as soon as point a becomes valid and uses the
slack timeto finish well before its alocated time (edge ®@). Since L2 is atransparent latch,
¢ becomes valid on the high phase of CLK2 and CLB_B starts to compute by using the
slack provided by CLB_A. CLB_B completes before its alocated time (edge @) and
passes asmall slack to the next cycle. Asthis picture indicates, the total cycle delay, that is
the sum of the delay for CLB_A and CLB_B, is larger than the clock period. Since the
pipeline behaves correctly, slack passing has taken place and a higher throughput has been

achieved.
In L1
—b D Q—»
d e
CLK1
>
CLK1 @ @ ® @
CLK2
slack passed to next stage
| thaa T Tod 8 oo T/
LN & i
Rvalid bvild ovaid dkvalideva“d

Figure 10.28 Example of slack-borrowing.

An important question related to slack passing relates to the maximum possible
slack that can be passed across cycle boundaries. In Figure 10.28, it is easy that see that
the earliest time that CLB_A can start computing is @. This happensif the previous logic
block did not use any of its allocated time (CLK 1 high phase) or if it finished by using
slack from previous stages. Therefore, the maximum time that can be borrowed from
the previous stage is 1/2 cycle or T /2. Similarly, CLB_B must finish its operation
by edge ®@. This implies that the maximum logic cycle delay is equal to 1.5 * T .
However, note that for an n-stage pipeline, the overall logic delay cannot exceed the
time available of n* T k.

Example 10.3 Slack-passing example

First consider an edge-triggered pipeline of Figure 10.29. Assume that the primary input
Inisvalid dlightly after the rising edge of the clock. For this circuit, it is easy to see that
the minimum clock period required is 125ns. The latency is two clock cycles (actualy, the
output is valid 2.5 cycles after the input settles). Note that for the first pipeline stage, 1/2
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cycle is wasted as the input data can only be latched in on the falling edge of the clock.
Thistime can be exploited in alatch based system.

In a b c d e f Out
—»D Q —»(D Q D QP>

CLK CLK CLK

Figure 10.29 Conventional edge-triggered pipeline.

Figure 10.30 shows alatch based pipeline of the same sequentia circuit. Asthetim-
ing indicates, exactly the same timing can be achieve with a clock period of 100ns. Thisis
enabled by slack borrowing between logical partitions.

In a b c d e f g h Out
—»D Q D QH» D Q> D Q> D Q>
CLK CLK CLK CLK CLK
Tek = 100ns
< >
CLK
Tpa,cLe Tpa,cL2 toacLs < Toa,cLa J
Z\,a"d b valid Sva"d d valid{e valid fvalid /g valid h validOut valid

Figure 10.30 L atch-based pipeline.

10.4 Self-Timed Circuit Design*

10.4.1 Self-Timed Logic - An Asynchronous Technique

The synchronous design approach advocated in the previous sections assumes that all cir-
cuit events are orchestrated by a central clock. Those clocks have adual function.

» They insure that the physical timing constraints are met. The next clock cycle can
only start when all logic transitions have settled and the system has come to a steady
state. This ensures that only legal logical values are applied in the next round of
computation. In short, clocks account for the worst case delays of logic gates,
sequentia logic elements and the wiring.

» Clock events serve as a logical ordering mechanism for the global system events. A
clock provides a time base that determines what will happen and when. On every
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clock transition, a number of operations are initiated that change the state of the
sequential network.

Consider the pipelined datapath of Figure 10.31. In this circuit, the data transitions
through logic stages under the command of the clock. The important point to note under
this methodology is that the clock period is chosen to be larger than the worst-case delay
of each pipeline stage, or T > max (ty1, thz, thge) + thareg: THiS Will ensure satisfying the
physica constraint. At each clock transition, a new set of inputsis sampled and computa-
tion is started anew. The throughput of the system—which is equivalent to the number of
data samples processed per second—is equivalent to the clock rate. When to sample anew
input or when an output is available depends upon the logical ordering of the system
events and is clearly orchestrated by the clock in this example.

n | R R2 . R4
Logi ic
—»D Q Block #1 D Q> Block #3 D Q
\ N\ Z\
ck  Ahaw  Ha A Tos 3

Figure10.31 Pipdined, synchronous datapath.

The synchronous design methodology has some clear advantages. It presents a
structured, deterministic approach to the problem of choreographing the myriad of events
that take place in digital designs. The approach taken isto equalize the delays of all opera-
tions by making them as bad as the worst of the set. The approach is robust and easy to
adhere to, which explains its enormous popularity; however it does have some pitfalls.

» It assumesthat al clock events or timing references happen simultaneously over the
complete circuit. Thisisnot the case in reality, because of effects such as clock skew
and jitter.

» Asall the clocks in a circuit transitions at the same time, significant current flows
over avery short period of time (due to the large capacitance load). This causes sig-
nificant noise problems due to package inductance and power supply grid resistance.

» Thelinking of physical and logical constraints has some obvious effects on the per-
formance. For instance, the throughput rate of the pipelined system of Figure 10.31
is directly linked to the worst-case delay of the slowest element in the pipeline. On
the average, the delay of each pipeline stage is smaller. The same pipeline could
support an average throughput rate that is substantially higher than the synchronous
one. For example, the propagation delay of a 16-bit adder is highly data dependent
(e.g., adding two 4-bit numbers requires a much shorter time compared to adding
two 16-bit numbers).

Oneway to avoid these problemsisto opt for an asynchronous design approach and
to eliminate all the clocks. Designing a purely asynchronous circuit is a nontrivia and
potentially hazardous task. Ensuring a correct circuit operation that avoids all potentia
race conditions under any operation condition and input sequence requires a careful tim-
ing analysis of the network. In fact, the logical ordering of the events is dictated by the
structure of the transistor network and the relative delays of the signals. Enforcing timing
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constraints by manipulating the logic structure and the lengths of the signal paths requires
an extensive use of CAD tools, and is only recommended when strictly necessary.

A more reliable and robust technique is the self-timed approach, which presents a
local solution to the timing problem [Seitz80]. Figure 10.32 uses a pipelined datapath to
illustrate how this can be accomplished. This approach assumes that each combinational
function has a means of indicating that it has completed a computation for a particular
piece of data. The computation of alogic block isinitiated by asserting a Sart signal. The
combinationa logic block computes on the input data and in a data-dependent fashion
(taking the physical constraints into account) generates a Done flag once the computation
is finished. Additionally, the operators must signal each other that they are either ready to
receive a next input word or that they have alegal dataword at their outputs that is ready
for consumption. This signaling ensures the logical ordering of the events and can be
achieved with the aid of an extra Ack(nowledge) and Reqg(uest) signa. In the case of the
pipelined datapath, the scenario could proceed as follows.

Req Req Req Req
’ | " ’
Ack HS | Ack " HS Ack HS Ack
4+— <
¢Sart T Done ¢Sart T Done ¢Sart T Done
In R1 F1 [—P|rR F2 [T F3 [ Out
thl th2 th3

Figure 10.32 Self-timed, pipelined datapath.

1. Aninput word arrives, and a Reg(uest) to the block F1 israised. If F1 isinactive at
that time, it transfers the data and acknowledges this fact to the input buffer, which
can go ahead and fetch the next word.

2. Flis enabled by raising the Sart signal. After a certain amount of time, dependent
upon the data values, the Done signal goes high indicating the completion of the
computation.

3. A Re(quest) is issued to the F2 module. If this function is free, an Ack(nowledge) is
raised, the output value is transferred, and F1 can go ahead with its next computa-
tion.

The self-timed approach effectively separates the physical and logical ordering
functions implied in circuit timing. The completion signal Done ensures that the physical
timing constraints are met and that the circuit is in steady state before accepting a new
input. The logical ordering of the operations is ensured by the acknowledge-request
scheme, often called a handshaking protocol. Both interested parties synchronize with
each other by mutual agreement or, if you want, by shaking hands. The ordering protocol
described above and implemented in the module HSis only one of many that are possible.
The choice of protocol is important, since it has a profound effect on the circuit perfor-
mance and robustness.
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When compared to the synchronous approach, self-timed circuits display some
aluring properties.

* Incontrast to the global centralized approach of the synchronous methodol ogy, tim-
ing signals are generated locally. This avoids all problems and overheads associated
with distributing high-speed clocks.

» Separating the physical and logical ordering mechanisms results in a potential
increase in performance. In synchronous systems, the period of the clock has to be
stretched to accommodate the slowest path over all possible input sequences. In self-
timed systems, a completed data-word does not have to wait for the arrival of the
next clock edge to proceed to the subsequent processing stages. Since circuit delays
are often dependent upon the actual data value, a self-timed circuit proceeds at the
average speed of the hardware in contrast to the worst-case model of synchronous
logic. For a ripple carry adder, the average length of carry-propagation is O(log
(N)). Thisis afact that can be exploited in self-timed circuits, while in a synchro-
nous methodology, a worst case performance that varies linearly with the number of
bits O(N)) must be assumed.

» The automatic shut-down of blocks that are not in use can result in power savings.
Additionaly, the power consumption overhead of generating and distributing high-
speed clocks can be partially avoided. As discussed earlier, this overhead can be
substantial. It is aso possible to reduce the average clock load in synchronous pro-
cessors through the use of gated clocks in which portions of the circuits that don't
compute in a cycle are shut off.

» Self-timed circuits are by nature robust to variations in manufacturing and operating
conditions such as temperature. Synchronous systems are limited by their perfor-
mance at the extremes of the operating conditions. The performance of a self-timed
system is determined by the actual operating conditions.

Unfortunately, these nice properties are not for free; they come at the expense of a
substantial circuit-level overhead, which is caused by the need to generate compl etion sig-
nals and the need for handshaking logic that acts asalocal traffic agent to order the circuit
events (see block HS in Figure 10.32). Both of these topics are treated in more detail in
subsequent sections.

10.4.2 Completion-Signal Generation

A necessary component of self-timed logic is the circuitry to indicate when a particular
piece of circuitry has completed its operation for the current piece of data. There are two
common and reliable ways to generate the completion signal.

Dual-Rail Coding

One common approach to completion signal generation is the use of dua rail coding. It
actually requires the introduction of redundancy in the data representation to signal that a
particular bit is either in a transition or steady-state mode. Consider the redundant data
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model presented in Table 10.1. Two bits (BO and B1) are used to represent a single data bit
B. For the data to be valid or the computation to be completed, the circuit must be in a
lega 0(BO=0,B1=1)or1(B0=1,B1=0)state. The (BO = 0, B1 = 0) condition signals
that the datais non-valid and the circuit isin either areset or transition mode. The (BO = 1,
Bl =1) stateisillegal and should never occur in an actual circuit.

Table 10.1 Redundant signal representation to include transition state.

B BO B1

in transition (or reset) 0 0
0 0 1

1 1 0

illegal 1 1

A circuit that actually implements such a redundant representation is shown in Fig-
ure 10.33, which is a dynamic version of the DCVSL logic style where the clock is
replaced by the Sart signal [Heller84]. DCVSL uses a redundant data representation by
nature of its differential dual-rail structure. When the Start signa islow, the circuit is pre-
charged by the PMOS transistors, and the output (BO, B1) goes in the Reset-Transition
state (0, 0). When the Sart signal goes high, signaling the initiation of a computation, the
NMOS pull-down network evaluates, and one of the precharged nodes is lowered. Either
BO or B1—but never both—goes high, which raises Done and signals the completion of
the computation.

VDD VDD
Sart
BO
BO 4 Bl Done
B1
Inl o -
nl o— ] =
In2 © PDN | PDN
—_— O_ —

In2
Sart —| Figure10.33 Generation of a
completion signal in DCVSL.

DCVSL is more expensive in terms of area than a non-redundant circuit due to its
dual nature. The completion generation is performed in series with the logic evaluation,
and its delay adds directly to the total delay of the logic block. The completion signals of
all theindividual bits must be combined to generate the completion for an N-bit data word.
Completion generation thus comes at the expense of both area and speed. The benefits of
the dynamic timing generation often justify this overhead. Redundant signal presentations
other than the one presented in Table 10.1 can also be envisioned. One essential element is
the presence of a transition state denoting that the circuit is in evaluation mode and the
output datais not valid.
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Example 10.4 Self-Timed Adder Circuit

An efficient implementation of a self-timed adder circuit is shown in Figure 10.34
[Abnous93]. A Manchester-carry scheme is used to boost the circuit performance. The pro-
posed approach is based on the observation that the circuit delay of an adder is dominated by
the carry-propagation path. It is consequentially sufficient to use the differential signaling in
the carry path only (Figure 10.34a). The completion signal is efficiently derived by combin-
ing the carry signals of the different stages (Figure 10.34b). This safely assumes that the sum
generation, which depends upon the arrival of the carry signal, is faster than the completion
generation. The benefit of this approach is that the completion generation starts earlier and
proceedsin parallel with sum generation, which reduces the critical timing path. All other sig-
nals such as P(ropagate), G(enerate), K(ill), and S(um) do not require completion generation
and can be implemented in single-ended logic. As shown in the circuit schematics, the differ-
ential carry paths are virtualy identical. The only difference is that the G(enerate) signd is
replaced by a K(ill). A smple logic analysis demonstrates that this indeed results in an
inverted carry signa and, hence, adifferential signaling.

VDD
sart 4f——dqF——qF——dF——
_ P F‘_ P F‘_ P, F‘_ Py ]
Gt By Gt [ork Do_
Gﬁﬁ} ATV ALY o
lout 2out 3out C4out
sort P

(a) Differential carry generation (b) Completion signal

Figure10.34 Manchester-carry scheme with differential signal representation.

Replica Delay

While the dual-rail coding above allows tracking of the signal statistics, it comes at the
cost of power dissipation. Every single gate must transition for every new input vector,
regardless of the value of the data vector. An attempt to reduce the overhead of completion
detection isto use acritical-path replica configured as a delay element, as shown in Figure

4+ nikd



é% chapter10_141.fm Page 73 Tuesday, April 16, 2002 9:12 AM

t

73

TIMING ISSUESIN DIGITAL CIRCUITS Chapter 10

10.35. To start a computation, the Sart signa is raised and the computation of the logic
network is initiated. At the same time, the start signal is fed into the replica delay line,
which tracks the critical path of the logic network. It isimportant that the replicais struc-
tured such that no glitching transitions occur. When the output of the delay line makes a
transition, it indicates that the logic is complete—as the delay line mimicsthe critical path.
In generdl, it isimportant to add extra padding in the delay line to compensate for possible
random process variations. The advantage of this approach isthat the logic can be imple-
mented using a standard non-redundant circuit style such as complementary CMOS. Also,
if multiple logic units are computing in parallel, it is possible to amortize the overhead of
the delay line over multiple blocks. Note that this approach generates the completion sig-
na after atime equal to the worst case delay through the network. As aresult, it does not
exploit the statistical properties of the incoming data. However, it can track the local
effects of process variations and environmental variations (e.g., temperature or power sup-
ply variations). This approach is widely used to generate the internal timing of semicon-
ductor memories where self-timing is a commonly used technique.

LOGIC
In —p L » out
NETWORK

DELAY MODULE Figure10.35 Completion-signal gener

Sart —p Done
(CRITICAL PATH REPLICA) using delay module.

Example 10.5An alter nate completion detection circuit using current sensing

Ideally, logic should be implemented using non-redundant CMOS (e.g., static CMOS) and
the completion signa circuitry should track data dependencies. Figure 10.36 shown an
example technique that attemptsto realize the above [REF]. A current sensor isinserted in
series with the combinational logic, and monitors the current flowing through the logic.
The current sensor outputs a low value when no current flows through the logic (this is,
the logic isidle), and is high when the combinational logic is switching performing com-
putation. This signal effectively determines when the logic has completed its cycle. Note
that this approach tracks data-dependent computation times — if only the lower order bits
of an adder switch, current will stop flowing once the lower order bits switch to the fina
value.

If the input data vector does not change from one cycle to the next, no current is
drawn from the supply for static CMOS logic. In this case, adelay element that tracks the
minimum delay through the logic and current sensor is used for signa completion. The
outputs of the current sensor and minimum delay element are then combined. This
approach is interesting, but requires careful analog design. Ensuring reliability while
keeping the overhead circuitry small is the main challenge. These concerns have kept the
applicability of the approach very limited, notwithstanding its great potential.
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Figure10.36 Completion-signal generation using current sensing.

10.4.3 Self-Timed Signaling

Besides the generation of the completion signals, a self-timed approach also requires a
handshaking protocol to logically order the circuit events avoiding races and hazards. The
functionality of the signaling (or handshaking) logic is illustrated by the example of Fig-
ure 10.37, which shows a sender module transmitting data to a receiver ([ Sutherland89]).

Req Req
< Ack
SENDER RECEIVER
Data
/ Ack
7
(a) Sender-receiver configuration Data X @ / h @ / /
cyclel . cycle2
N —}‘ Sender’s action
Figure 10.37 Two-phase handshaking protocol. - — P Receiver'saction

(b) Timing diagram

The sender places the data value on the databus @  and produces an event on the Req
control signal by changing the polarity of the signal @. In some cases the request event is
arising transition; at other times it is a falling one—the protocol described here does not
distinguish between them. Upon receiving the request, the receiver accepts the data when
possible and produces an event on the Ack signal to indicate that the data has been
accepted ®. If thereceiver isbusy or itsinput buffer isfull, no Ack event is generated, and
the transmitter is stalled until the receiver becomes available by, for instance, freeing
space in the input buffer. Once the Ack event is produced, the transmitter goes ahead and
produces the next data word @. The four events, data change, request, data acceptance,
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A B | Fu
A 0 0 0
;G)— F 0o 1 F,
B 1 0 Fn
1 1 1 ]
Figure10.38 Muller C-element.
(a) Schematic (b) Truth table

and acknowl edge, proceed in acyclic order. Successive cycles may take different amounts
of time depending upon the time it takes to produce or consume the data.

This protocol is called two-phase, since only two phases of operation can be distin-
guished for each data transmission—the active cycle of the sender and the active cycle of
the receiver. Both phases are terminated by certain events. The Req event terminates the
active cycle of the sender, while the receiver’s cycle is completed by the Ack event. The
sender is free to change the data during its active cycle. Once the Req event is generated, it
has to keep the data constant as long as the receiver is active. The receiver can only accept
data during its active cycle.

The correct operation of the sender-receiver system requires a strict ordering of the
signaling events, asindicated by the arrowsin Figure 10.37. Imposing this order isthe task
of the handshaking logic which, in a sense, performs logic manipulations on events. An
essential component of virtually any handshaking module is the Muller C-element. This
gate, whose schematic symbol and truth table are given in Figure 10.38, performs an
AND-operation on events. The output of the C-element is a copy of its inputs when both
inputs are identical. When the inputs differ, the output retains its previous value. Phrased
in a different way—events must occur at both inputs of a Muller C-element for its output
to change state and to create an output event. As long as this does not happen, the output
remains unchanged and no output event is generated. The implementation of a C-element
is centered around a flip-flop, which should be of no surprise, given the similarities in
their truth tables. Figure 10.39 displays two potentia circuit realizations—a static and a
dynamic one respectively.

Vob Voo _al Voo _
}5 Q¥ B4 NorF _<|j F
=D = 1 HT
A —

1 1]

(a) Logic (b) Majority Function (c) Dynamic

Figure10.39 Implementations of aMuller C-element.
Figure 10.40 shows how to use this component to enforce the two-phase handshak-
ing protocol for the example of the sender-receiver. Assume that Req, Ack, and Data

Ready are initially 0. When the sender wants to transmit the next word, the Data Ready
signal is set to 1, which triggers the C-element because both its inputs are at 1. Req goes
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high—this is commonly denoted as Regt. The sender now resides in the wait mode, and
control is passed to the receiver. The C-element is blocked, and no new data is sent to
the data bus (Req stays high) as long as the transmitted data is not processed by the
receiver. Once this happens, the Data accepted signal is raised. This can be the result
of many different actions, possibly involving other C-elements communicating with
subsequent blocks. An Ackt ensues, which unblocks the C-element and passes the
control back to the sender. A Data ready! event, which might already have happened
before Ackt, produces a Req! , and the cycle is repeated.

Sender DAa | peceiver
logic logic
y
Ll:ata ready : Data accepted
R .
@_|L Figure 1040 A Muller C-element

| implements a two-phase handshake

r Ack protocol. The circle at the lower input
I of the Muller C-element stands for

Handshake logic ! inversion.

Problem 10.1 Two-Phase Self-Timed FIFO

Figure 10.41 shows a two-phase, self-timed implementation of a FIFO (first-in first-out)
buffer with three registers. Assuming that the registers accept a data word on both positive-
and negative-going transitions of the En signals and that the Done signal is simply a delayed
version of En, examine the operation of the FIFO by plotting the timing behavior of al sig-
nals of interest. How can you observe that the FIFO is completely empty (full)? (Hint: Deter-
mine the necessary conditions on the Ack and Req signals.)

In Out
—p RI R2 » R3 +—Pp
EnA Done A A L
Req; R
I—V@_ | Mo Figure1041 Three-stage
self-timed FIFO, using atwo-
ad P | phase signaling protocol .
Ack | Ack,
‘

The two-phase protocol has the advantage of being simple and fast. There is some
bad news, however. This protocol requires the detection of transitions that may occur in
either direction. Most logic devices in the MOS technology tend to be sensitive to levelsor
to transitions in one particular direction. Event-triggered logic, as required in the two-
phase protocol, requires extra logic as well as state information in the registers and the
computational elements. Since the transition direction is important, initiaizing all the
Muller C-elementsin the appropriate state is essentid. If thisis not done, the circuit might
dead-lock, which means that all elements are permanently blocked and nothing will ever

.
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happen. A detailed study on how to implement event-triggered logic can be found in the
text by Sutherland on micropipelines [Sutherland89].

The only alternative isto adopt a different signaling approach, called four-phase sig-
naling, or return-to-zero (RTZ). This class of signaling requires that all controlling signals
be brought back to their initia values before the next cycle can be initiated. Once again,
thisisillustrated with the example of the sender-receiver. The four-phase protocol for this
exampleis shown in Figure 10.42.

—P Sender’saction
- - -9 Receiver'saction

paa X @/ g /

Cyclel L Cycle2

Figure10.42 Four-phase
handshaking protocol .

4

The protocol presented isinitially the same as the two-phase one. Both the Req and
the Ack are initialy in the zero-state, however. Once a new dataword is put on the bus @,
the Req is raised (Regt or @) and control is passed to the receiver. When ready, the
recelver accepts the data and raises Ack (Ackt or @). So far, nothing new. The protocol
proceeds, now by bringing both Req (Reqt or @) and Ack (Ackl or ®) back to their initial
state in sequence. Only when that stateis reached isthe sender alowed to put new data on
the bus ©. This protocol is called four-phase because four distinct time-zones can be rec-
ognized per cycle: two for the sender; two for the receiver. The first two phases are identi-
cal to the two-phase protocol; the last two are devoted to resetting of the state. An
implementation of the protocol, based on Muller C-elements, is shown in Figure 10.43. It
is interesting to notice that the four-phase protocol requires two C-elements in series
(since four states must be represented). The Data ready and Data accepted signals must be
pulsesinstead of single transitions.

Data
Sender »| Receiver
logic logic
Data ready L N\ ! A Data accepted
1
Re
s | ™
|
| Ack
|
Handshake logic !

Figure10.43 Implementation of 4-phase handshake protocol using Muller C-elements.
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Problem 10.2 Four-Phase Protocol

Derive the timing diagram for the signals shown in Figure 10.43. Assume that the Data Ready
signal is apulse and that the Data Accepted signa isadelayed version of Req.

The four-phase protocol has the disadvantage of being more complex and slower,
since two events on Req and Ack are needed per transmission. On the other hand, it has the
advantage of being robust. The logic in the sender and receiver modules does not have to
deal with transitions, which can go either way, but only has to consider rising (or falling)
transition events or signal levels. Thisis readily accomplished with traditional logic circuits.
For this reason, four-phase handshakes are the preferred i mplementati on approach for most
of the current self-timed circuits. The two-phase protocol is mostly selected when the
sender and receiver are far apart and the delays on the control wires (Ack, Req) are
substantial.

Example 10.6 The Pipelined Datapath—Revisited

We have introduced both the signaling conventions and the concepts of the completion-signal
generation. Now it is time to bring them all together. We do this with the example of the pipe-
lined data path, which was presented earlier. A view of the self-timed data path, including the
timing control, is offered in Figure 10.44. The logic functions F1 and F2 are implemented
using dual-rail, differential logic.

In Out
—  » Rl [P F1 b R2 P F2 —
A A
AEn Qart Done Aen Sart Done
ReQi Req " RGQO
b 4 rV > |
Ak Ackiy Ack,

)

Figure10.44 Sdf-timed pipelined datapath—complete composition.

To understand the operation of this circuit, assume that all Req and Ack signals, includ-
ing the internal ones, are set to 0, what means there is no activity in the data path. All Sart
signals are low so that al logic circuits are in precharge condition. An input request (Reg;1)
triggersthe first C-element. The enable signal En of R1 israised, effectively latching the input
datainto the register, assuming a positive edge-triggered or a level-sensitive implementation.
Ack;1 acknowledges the acceptance of the data. The second C-element is triggered as well,
since Ack;,, is low. This raises the Start signal and starts the evaluation of F1. At its comple-
tion, the output data is placed on the bus, and a request is initiated to the second stage
(Reg;t ), which acknowledges its acceptance by raising Acki.

At this point, stage 1 is still blocked for further computations. However, the input
buffer can respond to the Ack;t event by resetting Req; to its zero state (Reg;! ). In turn, this
lowers En and Ack;. Upon receival of Ack;, 1, Start goes low, the pre-charge phase starts, and
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F1 is ready for new data. Note that this sequence corresponds to the four-phase handshake
mechanism described earlier. The dependencies among the events are presented in a more
pictorid fashion in the state transition diagram (STG) shown in Figure 10.45. These STGs
can become very complex. Computer tools are often used to derive STGs that ensure proper
operation and optimize the performance.

’ N
! i
\ 1
A —> -- -/ Céeementl
Sartt Sart!
-—-p - - > C-element 2
C Reg ! Reg; >

Figure 10.45 Sate transition diagram for pipeline stage 1. The nodes represent the signaling events,
while the arrows express dependencies. Arrows in dashed lines express actions in either the preceding or
following stage.

10.4.4 Practical Examples of Self-Timed Logic

As described in the previous section, self-timed circuits can provide significant perfor-
mance advantage. Unfortunately, the overhead circuits preclude widespread application in
general purpose digital computing. However, severa applications exist that exploit the
key concepts of self-timed circuits. A few examples that illustrate the use of self-timed
concepts for either power savings or performance enhancement are presented below.

Glitch Reduction Using Self-timing

A major source of unnecessary switched capacitance in alarge datapath such as bit-dliced
adders and multipliers, is due to spurious transitions caused by glitch propagation. Imbal-
ances in alogic network cause inputs of a logic gate or block to arrive at different times,
resulting in glitching transitions. In large combinational blocks such as multipliers, transi-
tions happens in waves as the primary input changes ripple through the logic. If a logic
block can be enabled after al of the inputs settle, then the number of glitching transitions
can be reduced. One approach for minimizing spurious transitions is the use of a self-
timed gating approach that involves partitioning each computationa logic block into
smaller blocks and distinct phases. Tri-state buffers are inserted between each of these
phasesto prevent glitches from propagating further in the datapath (Figure 10.46). Assum-
ing an arbitrary logic network in Figure 10.46, the outputs of logic block 1 will not be syn-
chronized. When the tri-state buffers at the output of logic block 1 are enabled, the the
computation of logic block 2 is allowed to proceed. To reduce glitching transitions, the tri-
state buffer should be enabled only when the outputs of logic block 1 are ensured to be sta-
ble and valid. The control of the tri-state buffer can be performed through the use of a self-
timed enable signal which is generated by passing the system clock through a delay chain
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that models the critical path of the processor. The delay chain is then tapped at the points
corresponding to the locations of the buffers, and the resulting signals are distributed
throughout the chip. This technique succeeds in reducing the switched capacitance combi-
national logic blocks such as multipliers, even including the overhead of the delay chain,
gating signal distribution and buffers [Goodman98].

Logic |outipnin2 | Logic |out2\in3 | Logic
» Block 1 Block 2 Block 3

delicrﬂn _CLﬁl __ ckoe
CLK o CLK
wx_ XL X
outz ZX000000000000C. :
in2 j X :
out2 — 0000000000t
in3 ()

Figure 10.46 Application of self-timing for glitch reduction.

Post-Charge L ogic

An interesting form of self-timed logic is self-resetting CMOS. This structure uses a dif-
ferent control structure than the conventional self-timed pipeline described earlier. The
ideais that instead of checking if all of the logic blocks have completed their operation
before transitioning to the reset stage, the idea is to precharge a logic block as soon as it
completes it operation. Since the precharge happens after operation instead of before eval-
uation, it is often termed post-charge logic. A block diagram of post-charge logic is shown
in Figure 10.47 [Williams00]. As seen from this block diagram, the precharging of L1
< ]

i

completion|
detection

completion|
detection

completion|

detection
(L1) !

¢} (L2) L3)
Precharged Precharged Precharged
»|  Logic Block »  Logic Block »  Logic Block >
(L1) (L2) (L3)

Figure 10.47 Self-resetting logic.

happen when the successor stage has finished evaluating. It is possible to precharge a
block based on the completion of its own output, but care must be taken to ensure that the
following stage has properly evauated based on the output before it is precharged.
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It should be noted that unlike other logic Vo
styles, the signals are represented as pulses, and are
valid only for a limited duration. The pulse width
must be shorter than the reset delay or else, there int

device and the evaluate switches. While this logic
style offers potential speed advantages, special care =
must be taken to ensure correct timing. Also, cir- Figure 10.48 Self-resetting

. . 3-input OR.
cuitry that converts level signals to pulses are
required. An example of self-resetting logic is
shown in Figure 10.48 [Bernstein98]. Assume that all inputs are low, and int is initially
precharged. If A goes high, int will fall, causing out to go high. This causes, the gate to
precharge. When the PM OS precharge device is active, the inputs must be in areset state
to avoid contention.

would be a contention between the precharge A _":; ] I C_|; [>cr >

Clock-Delayed Domino

One interesting application of self-timed circuits using the delay-matching concept is
Clock-Delayed Domino. This is a style of dynamic logic, where there is no global clock
signal. Instead, the clock for one stage is derived from the previous stage. A block diagram
of thisis shown in Figure 10.49. The two inverter delays along the clock path emulate the
worst case delay through the logic path (i.e., the Pulldown Network). Sometimes, there is
atransmission gate inserted between the two inverters to accomplish this (the transmission
gate is on with the gate terminal of NMOS tied to V5 and the PMOS to GND). Clock-
delayed Domino was used in the IBM’s 1GHz Microprocessor and is used widely in high
speed Domino logic. There are several advantages of using such a self-clocked timing
abstraction. First, CD domino can provide both inverting and non-inverting function. This
aleviates amajor limitation of conventional Domino that is only capable of non-inverting
logic. The inverter after the pulldown network is not essential as the clock arrives to the
next stage only after the current stage has evaluated. Also, notice that is possible to elimi-
nate the “foot-switch” in the later stages, as the clock-evauation edge arrives only when
the input is stable. This provides significant speed up of the logic critical path. A careful
analysis of the timing shows that the short circuit power can be eliminated.

CLK1 D‘_D- CLK2 D‘_D: CLK3 >_> CLK4 >_>

D1} N Pulldown Pulldown Pulldown
Network D2 |_Network Network
Evaluate occurs Precharge occurs

C1

c2 & Slow
S B =

c4 [v%l_
N

Phase2 Clk1

Figure 10.49 Clock Delayed Domino Logic. A
self-clocked logic style
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10.5 Synchronizersand Arbiters*

10.5.1 Synchronizers—Concept and I mplementation

Even though a complete system may be designed in a synchronous fashion, it must still
communicate with the outside world, which is generally asynchronous. An asynchronous
input can change value at any time related to the clock edges of the synchronous system,
asisillustrated in Figure 10.50.

Synchronous system

fCLK’ \ ’ \ ’ \

Asynchronous
system

Synchronization
Figure10.50 Asynchronous-synchronous interface

Consider atypical personal computer. All operations within the system are strictly
orchestrated by a central clock that provides a time reference. This reference determines
what happens within the computer system at any point in time. This synchronous com-
puter has to communicate with a human through the mouse or the keyboard, who has no
knowledge of this time reference and might decide to press a keyboard key at any point in
time. The way a synchronous system deals with such an asynchronous signal isto sample
or pall it at regular intervals and to check itsvalue. If the sampling rate is high enough, no
transitions will be missed—this is known as the Nyquist criterion in the communication
community. However, it might happen that the signal is polled in the middle of atransi-
tion. The resulting vaue is neither low or high but undefined. At that point, it is not clear
if the key was pressed or not. Feeding the undefined signa into the computer could be the
source of al types of trouble, especialy when it is routed to different functions or gates
that might interpret it differently. For instance, one function might decide that the key is
pushed and start a certain action, while another function might lean the other way and
issue a competing command. Thisresultsin aconflict and a potential crash. Therefore, the
undefined state must be resolved in one way or another before it is interpreted further. It
does not really matter what decision is made, as long as a unique result is available. For
instance, it is either decided that the key is not yet pressed, which will be corrected in the
next poll of the keyboard, or it is concluded that the key is already pressed.

Thus, an asynchronous signal must be resolved to be either in the high or low state
before it is fed into the synchronous environment. A circuit that implements such a deci-
sion-making function is called a synchronizer. Now comes the bad news—building a per-
fect synchronizer that always delivers a legal answer is impossible! [Chaney73,
Glasser85] A synchronizer needs some time to come to adecision, and in certain cases this
time might be arbitrarily long. An asynchronous/synchronousinterface is thus always prone
to errors called synchronization failures. The designer’stask isto ensure that the probability
of such afailure is small enough that it is not likely to disturb the normal system behavior.
Typically, this probability can be reduced in an exponential fashion by waiting longer before
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making a decision. This is not too troublesome in the keyboard example, but in general,
waiting affects system performance and should therefore be avoided to a maximal extent.
To illustrate why waiting helps reduce the CLK

failure rate of asynchronizer, consider a synchro- _{L_ _

nizer as shown in Figure 10.51. This circuit is a T Int | )
latch that is transparent during the low phase of D 1 [

the clock and samples the input on the rising T "

edge of the clock CLK. However, since the sam- CLK

pled signal is not synchronized to the clock sig-  Figure 1051 A simple synchronizer.

na, there is a finite probability that the set-up

time or hold time of the latch is violated (the probability is a strong function of the transi-
tion frequencies of the input and the clock). As aresult, one the clock goes high, thereisa
the chance that the output of the latch resides somewhere in the undefined transition zone.
The sampled signal eventually evolves into a legal 0 or 1 even in the latter case, as the
latch has only two stabl e states.

Example 10.7 Flip-Flop Trajectories

Figure 10.52 shows the simulated trajectories of the output nodes of a cross-coupled static
CMOS inverter pair for an initial state close to the metastable point. The inverters are com-
posed of minimum-size devices.

Figure10.52 Simulated trajectory for a
simple flip-flop synchronizer.

N

0.0 L
0 100 200 300

time, ps

If the input is sampled such that cross-coupled inverter starts at the metastable point,
the voltage will remain a the metastable state forever in the absense of noise. If the data is
sampled with a small offset (positive or negative), the differential voltage will evolve in an
exponential form, with a time constant that is dependent on the strength of the transistor as
well as the parasitic capacitances. The time it takes to reach the acceptable signa zones
depends upon the initial distance of the sampled signal from the metastable point.

In order to determine the required waiting period, let us build a mathematical model
of the behavior of the bistable element and use the results to determine the probability of
synchronization failure as a function of the waiting period. This model is used to compute
the range of values for v(0) that still cause an error, or a voltage in the undefined range,
after awaiting period T. A signal is called undefined if its value is situated between V,,
and V.
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Vius— (Vins= Vi) €T < V(0) < Vys + (Vi = Viyg) et (10.8)

Eq. (10.8) conveys an important message: The range of input voltages that cause a
synchronization error decreases exponentially with the waiting period T. Increasing the
waiting period from 2t to 4t decreases the interval and the chances of an error by a factor
of 7.4.

Some information about the asynchronous signal is required in order to compute the
probability of an error. Assume that V,, is a periodical waveform with an average period
Tsigna bEtween transitions and with identical rise and fall times t,. Assume aso that the
slopes of the waveform in the undefined region can be approximated by a linear function
(Figure 10.53). Using this model, we can estimate the probability P;;; that v(0), the value
of V;, at the sampling time, resides in the undefined region.

(V| H—V L)t
V. r
= —=¥ng (10.9)

P .. =
it Tsignal
The chances for a synchronization error to occur depend upon the frequency of the
synchronizing clock @. The more sampling events, the higher the chance of running into
an error. This meansthat the average number of synchronization errors per second Ng,.(0)
equals Eq. (10.10) if no synchronizer is used.

— I:)init
Nonc(0) = (10.10)
where T, is the sampling period.
From Eg. (10.8) we learned that waiting a time T before observing the output
reduces exponentially the probability that the signal is till undefined.

_ P (Vg =V)EeTT
Nsync(T) - T - \V; T

(0] swing

(10.12)
SignaIT(p

The robustness of an asynchronous-synchronous interface is determined by the fol-
lowing parameters; signal switching rate and rise time, sampling frequency, and waiting
timeT.

Example 10.8 Synchronizersand Mean Time-to-Failure

Consider the following design example. T, = 5 nsec, which corresponds to 2200 Mhz clock), T
= Ty = 5nseC, Tygny = 50 nsec, t, =0.5 nsec, and T = 150 psec (as obtained in Example 10.7).

VIH_V!L

(VIH _VI L) tr / VSNing

I

I

I

I

I

I

I

I Figure10.53 Linear approximation of
N4 signal slope.

.
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From the VTC of a typicd CMOS inverter, it can be derived that V,, — V,_approximately
equals 0.5 V for avoltage swing of 2.5 V. Evaluation of Eq. (10.11) yields an error probability
of 1.38x 10 errors/sec. Theinverse of Ngyncis called the mean time-to-failure, or the MTF, and
equals 7 x 10%sec, or 23 years. If no synchronizer was used, the M TF would only have been 2.5
psec!

Design Consideration

When designing a synchronous/asynchronous interface, we must keep in mind the following
observations:

The acceptable failure rate of a system depends upon many economic and social factors
and is astrong function of its application area.

The exponential relation in Eq. (10.11) makes the failure rate extremely sensitive to the
value of 1. Defining aprecise value of T isnot easy in thefirst place. T variesfrom chip to
chip and is a function of temperature as well. The probability of an error occurring can
thus fluctuate over large ranges even for the same design. A worst-case design scenario is
definitely advocated here. If the worst-case failure rate exceeds a certain criterion, it can
be reduced by increasing the value of T. A problem occurs when T exceeds the sampling
period T, This can be avoided by cascading (or pipelining) a number of synchronizers,
as shown in Figure 10.54. Each of those synchronizers has a waiting period equal to T,
Notice that this arrangement requires the ¢-pulse to be short enough to avoid race condi-
tions. The global waiting period equals the sum of the Ts of all theindividua synchroniz-
ers. Theincrease in MTF comes at the expense of an increased latency.

In O, 0, Out
—»| Sync Sync Sync  |[—»

)
Figure10.54 Cascading synchronizers reduces the main time-to-failure.

Synchronization errors are very hard to trace due to their probabilistic nature. Making
the mean time-to-failure very large does not preclude errors. The number of synchroniz-
ers in a system should therefore be severely restricted. A maximum of one or two per
system is advocated.

Ia

10.5.2 Arbiters

Finally, a sibling of the synchronizer called the arbiter, interlock element, or mutual-
exclusion circuit, should be mentioned. An arbiter is an element that decides which of
two events has occurred first. Such components for instance allow multiple processors to
access a single resource, such as a large shared memory. A synchronizer is actually a
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special case of an arbiter, since it determines if a signal transition happened before or
after a clock event. A synchronizer is thus an arbiter with one of its inputs tied to the
clock.

An example of a mutual-exclusion circuit is shown in Figure 10.55. It operates on
two input-request signals, that operate on a four-phase signaling protocol; that is, the
Reg(uest) signal hasto go back to the reset state before a new Req(uest) can be issued. The
output consists of two Ack(nowledge) signals that should be mutually exclusive. While
Requests may occur concurrently, only one of the Acknowledges is alowed to go high.
The operation is most easily visualized starting with both inputs |ow—neither device issu-
ing a request—nodes A and B high, and both Acknowledges low. An event on one of the
inputs (e.g., Reqlt) causes the flip-flop to switch, node A goes low, and Acklt . Concur-
rent events on both inputs force the flip-flop into the metastable state, and the signals A
and B might be undefined for awhile. The cross-coupled output structure keeps the output
values low until one of the NAND outputs differs from the other by more than a threshold
value V5. This approach eliminates glitches at the output.

Reqgl Ackl
] X — Regl — A
Arbiter [
Reg2 | | Ack2 Akl | B Ack2
(@) Schematic symbol Req2 —

Reql |
Reg2 |

(b) Implementation

(c) Timing diagram

Figure10.55 Mutual-exclusion element (or arbiter).

10.6 Clock Synthesis and Synchronization Using a Phase-L ocked L oop

There are numerous digital applications that require the on-chip generation of a periodic
signal. Synchronous circuits need a global periodic clock reference to drive sequential ele-
ments. Current microprocessors and high performance digital circuits require clock fre-
guencies in the gigahertz range. Crystal oscillators generate accurate, low-jitter clocks
with a frequency range from 10’s of Megahertz to approximately 200MHz. To generate a
higher frequency required by digital circuits, a phase-locked loop (PLL) structure is typi-
cally used. A PLL takes an external low-frequency reference crystal frequency signal and
multiplies its frequency by arational number N (see the left side of Figure 10.56).

.
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PLLs are also used to perform synchronization of communication between chips.
Typically as shown in Figure 10.56, a reference clock is sent along with the parallel data
being communicated (in this example only the transmit path from chip 1 to chip 2 is
shown). Since chip-to-chip communication occurs at a lower rate than the on-chip clock
rate, the reference clock is a divided but in-phase version of the system clock. The refer-
ence clock synchronizes all input flip-flops on chip 2; this can present a significant clock
load for wide data busses. Introducing clock buffers to dea with this problem unfortu-
nately introduces skew between the data and sample clock. A PLL, using feedback, can be
align (i.e., de-skew) the output of the clock buffer with respect to the data. In addition, for
the configuration shown in Figure 10.56, the PLL can multiply the frequency of the
incoming reference clock, allowing the reference clock to be a fraction of the data rate.

Chip 1 Chip 2
Data Didital
Digital ’B” 'git
System System
reference
fysem=N* foysa L Divider clock
PLL
A
forysta < 200Mhz
Crystal
Oscillator

Figure 10.56Applications of Phase Locked Loops (PLL).

10.6.1 Basic Concept

Periodic signals of known frequency can be discribed exactly by only one parameter, their
phase. More accurately a set of two or more periodic signals of the same frequency can be
well defined if we know one of them and its phase with respect to the other signals, asin
Figure 10.57.Here ¢,and @, represent the phase of the two signals. The relative phase is
defined as the difference between the two phases.

A

|
: S
|
|

| p Time

¢1 % Ap = ¢-¢
Figure 10.57Relative and absol ute phase of two periodic signals
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A PLL is a complex, nonlinear feedback circuit, and its basic operation is under-
stood with the aid of Figure 10.58 [Jeong87]. The voltage-controlled oscillator (VCO)
takes an analog control input and generates a clock signal of the desired frequency. In gen-
eral, there is a non-linear relationship between the control voltage (V) and the output
frequency. To synthesize a system clock of a particular frequency, it necessary to set the
control voltage to the appropriate value. This is function of the rest of the blocks (i.e.,
feedback loop) in the PLL. The feedback loop is critical to tracking process and environ-
mental variations. The feedback also alows frequency multiplication.

The reference clock is typically generated off-chip from an accurate crystal refer-
ence. The reference clock is compared to a divided version of the system clock (i.e., the
local clock). Theloca clock and reference clock are compared using a phase detector that
compares the phase difference between the signals and produces an Up or Down signal
when the local clock lags or leads the reference signal. It detects which of the two input
signals arrives earlier and produces an appropriate output signal. Next, the Up and Down
signals are fed into a charge pump, which translates the digital encoded control informa-
tion into an analog voltage [Gardner80]. An Up signal increases the value of the control
voltage and speeds up the VCO, which causes the local signal to catch up with the refer-
ence clock. A Down signal, on the other hand, slows down the oscillator and eliminates
the phase lead of the local clock.

Passing the output of the charge pump directly into the VCO creates a jittery clock
signal. The edge of the local clock jumps back and forth instantaneously and oscillates
around the targeted position. As discussed earlier, clock jitter, is highly undesirable, since
it reduces the time available for logic computation and therefore should be kept within a
given percentage of the clock period. Thisis partially accomplished by the introduction of
the loop filter. Thislow-pass filter removesthe high-frequency components from the VCO
control voltage and smooths out its response, which results in a reduction of the jitter.
Note that the PLL structure is a feedback structure and the addition of extra phase shifts,
asis done by ahigh-order filter, may result in instability. Important propertiesof aPLL are
its lock range—the range of input frequencies over which the loop can maintain function-
ality; thelock time—thetimeit takes for the PLL to lock onto agiven input signal; and the
jitter. When in lock, the system clock is N-times the reference clock frequency.

A PLL isan analog circuit and isinherently sensitive to noise and interference. Thisis
especially true for the loop filter and VCO, where induced noise has a direct effect on the
resulting clock jitter. A mgjor source of interferenceis the noise coupling through the supply

Reference Up
clock ——¥| Phase > Charge | Loop | Yot VCO
o detector > pump 1 filter
Local Down
clock
Divideby |
N hl
System
) . Clock
Figure10.58 Composition of a phase-locked loop (PLL). v
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rails and the substrate. Thisis particularly a concern in digital environments, where noiseis
introduced due to a variety of sources. Analog circuits with a high supply rejection, such as
differential VCOs, are therefore desirable [Kim90]. In summary, integrating a highly sensi-
tive component into a hogtile digital environment is nontrivial and requires expert analog
design. Below amore detailed description of various components of aPLL is given.

10.6.2 Building Blocksof a PLL

Voltage Controlled Oscillator (VCO)

A VCO generates a periodic signal, whose frequency is alinear function of the input con-
trol voltage V. In other words a VCO is characterized by, w = oy + Koo Do - AS the
phase isthe time integral of the frequency, the output phase of the VCO block is given by,
t
Pout = wot + cho DI Vcontdt (10-12)
where K, isthe gain of the VCO given in rad/s/V, and w, is a fixed frequency offset.
Veont CONtrols afrequency centered around w, . The output signal has the form

t
x(t) = A Dcos[on Kyeo Dj vcomdtJ (10.13)

Phase Detectors

The phase detector determines the relative phase difference between two incoming signas
and outputs a signal that is proportional to this phase difference. This output signal is then
used to adjust the output of the VCO and thus align the two inputs via a feedback network.
One of the inputs to the phase detector is a reference clock that is typically generated off-
chip while the other clock input is adivided version of the VCO. Two basic types of phase
detectors are commonly used. These include the XOR gate and the phase frequency detec-
tor (PFD).

XOR Phase Detector. The XOR phase detector is the simplest phase detector. The XOR
is useful as a phase detector since the time when the two inputs are different (or same) rep-
resents the relative phase. Figure 10.59 shows the XOR of two waveforms. The output of
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the XOR is low pass filtered and acts as a control voltage to the VCO. The output (low
pass filtered) as afunction of the phase error is aso shown.

ref el L

Output local L
clock
local nmn n n n on
clock output

Output (Low pass filtered)

' . :
-180 -90 90 180 phase error (deg)
Figure10.59 The XOR as a phase detector.

For this detector any deviation in a positive or negative direction from the the per-
fect in-phase condition (i.e., phase error of zero) produces the same changein duty factor
resulting in the same average voltage. Thus the linear phase range is only 180 degrees.
Using such a phase detector, a PLL will lock to a quadrature phase relationship (i.e., 1/4
cycle offset) between the two inputs. A drawback of the X OR phase detector isthat it may
lock to a multiple of the clock frequency. If the local clock is a multiple of the reference
clock fregquency, the output of the phase detector will still be a square wave of 50% duty
cycle, albeit at a different frequency. The filtered version of this signal will beidentica to
that of the truly locked state and thus the VVCO will operate at the nominal frequency.

Phase-Frequency Detector.  The phase-frequency detector (PFD) is the most commonly
used form of phase detector, and it solves several of the shortcomings of the detectors dis-
cussed above. As the name implies, the output of the PFD is dependent both on the phase
and frequency difference of the applied signals. Accordingly, it cannot lock to an incorrect
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multiple of the frequency. The PFD takes two clock inputs and produces two outputs, UP
and DOWN as shown in Figure 10.60.

—
Rst UP
Tlo o

A
.
T_DRSB—_I

A
6|

(a) schematic

o TLTL T v _
DN DNJ_ |_ |_

(c) Timing waveforms

Figure 10.60 Phase-Frequency Detector. (a) Schematic (b) State Transition Diagram (c) Timing.

The PFD is a state machine with 3 states. Assume that both UP and DN outputs are
initialy low. When input A leads B, the UP output is asserted on the rising edge of input
A. The UP signal remain in this state until a low-to-high transition occurs on input B. At
that time, the DN output is asserted, causing both flip-flops to reset through the asynchro-
nous reset signal. Notice that a short pulse proportional to the phase error is generated on
the DN signal, and that there is a small pulse on the DN output, whose duration isis equal
to the delay throught he AND gate and register reset delay. The pulse width of the UP
pulseisequd to the phase error between the two signal. The roles are reversed for the case
when input B lags A, and a pulse proportional to the phase error is generated on the DN
output. If theloop isin lock, short pulses will be generated on the UP and DN outputs.

o LT L L L
° L L]
W J_l_l |_| |_| Figure 10.61 Timing of the PFD measuring

frequency error.
DN

The circuit also acts as a frequency detector, providing a measure of the frequency
error (Figure 10.61). For the case when A is at a higher frequency than B, the PFD gener-
ates a lot more UP pulses (with the average proportional to the frequency difference),
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while the DN pulses average close to zero. The exactly the opposite is true for the case
when B has a frequency larger than A — many more pulses are generated on the DN out-
put than the UP output.

The phase characterisctics of the phase detector is shown in Figure 10.62. Notice
that the linear range has been expanded to 4Tt

Average (UP-DN)

VDD -

| -2TU
21 phase error (deg)
Figure 10.62 Phase detector characteristic.
Voo Charge Pump

The UP/DN pulses must be converted to an analog voltage
that controls the VCO. One possible implementation is
upP Tovco Contolinput - Shown in Figure 10.63. A pulse on the UP signal adds a
charge packet proportiona to the size of the UP pulse, and
DN a pulse on the DN signal removes a charge packet propor-
tional to the DN pulse. If the width of the UP pulseislarge
than the DN pulse, then thereisanet increase in the control
voltage. This effectively increases the frequency of the

VCO.
Figure 10.63 Charge Pump.

Simulation

The settling time of aPLL isthetimeit takes it reach steady state behavior. The period of
the startup transient is strongly dependent on the bandwidth of the loop filter. Figure 10.64
shows a spice level simulation of aPLL (anideal VCO is used to speed up the simul ation)
implemented in 0.25um CMOS. In this example a reference frequency of 100Mhz is cho-
sen and the PLL muiltiplies this frequency by 8 to 800Mhz. The figure illustrates the tran-
sient response and settling process of the control voltage to the VCO. Once the control
voltage reachesitsfinal value, the output frequency (the clock to the digital system) settles
to itsfinal value. The simulation on the right shows the reference frequency, the output of
the divider and the output frequency. Asillustrated in this plot, the top graph show lock in
which f; = 8 * f« The lower graph shows the waveforms during the locking process
where the output is not in phase with the input and the frequencies are not related through
the divide ratio

.
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L e [

Control Voltage (V)

| EEpipip
0 1 éTime (ués) 4 ﬂ[—l [—l

Figure 10.64 Spice simulation of a PLL. The control voltage of the VCO is shown aong with
waveforms before lock and after lock.

Summary

In ashort span of time, phased-locked |oops have become an essential component of
any high-performance digital design. Their design requires considerable skill, integrating
analog circuitry into a hostile digital environment. Yet, experience has demonstrated that
this combination is perfectly feasible, and leads to new and better solutions.

10.7 FutureDirections

This section highlights some of the trends in high-performance and low-power timing
optimization.

10.7.1 Distributed Clocking UsingDLLs

A recent trend in high-performance clocking is the use of Delay-Locked Loop (DLL)
structures, a small variation of the PLL structure. A schematic of aDLL is shown in Fig-
ure 10.65 [Maneatis00]. The key component of a DLL is a voltage-controlled delay line
(VCDL). It consists of a cascade of adjustable delay elements (for instance, a current-
starved inverter). The ideais to delay the output clock such that it perfectly lines up with
the reference. Unlike a VCO, there is no clock generator. The reference frequency is fed
into the input of the VCDL. Similar to a PLL structure, a phase-detector compares the ref-
erence frequency to the output of the delay line (FO), and generates an UP/DN error signal.
Note that only a phase detection is required instead of a PFD. When in lock there is no
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error between the two clocks. The function of the feedback is to adjust the delay through
the VCDL such that the rising edge of the input reference clock (frer), and the output
clock f are aligned .

| 11 = Figure 10.65 Delay-Locked L oop.
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A gqualitative sketch of the signalsin the DLL is shown in Figure 10.66c¢. Initially,
the DLL isout of lock. Since the first edge of the output arrives before the reference edge,
an UP pulse of width egual to the error between the two signas. The role of the charge
pump isto generate a charge packet proportiona to the error, increasing the voltage of the
VCDL control voltage. This causes the edge of the output signal to be delayed in the next
cycle (this implementation of the VCDL assumes that a large voltage results in larger
delay). After many cycles, the phase error is corrected, and the two signalsare in lock.

Figure 10.67 shows the application of a DLL strcuture to clock distribution. The
chip is partitioned into many small regions (or tiles). A global clock is distributed to each
tilein alow-skew manner (e.g., this could be done through the package or using low skew
on-chip routing schemes). For purpose of simplicity, the Figure shows a two-tile chip, but
thisis easily extended to many regions. Inside each tile, the global clock isbuffered before
driving the digital load. In front of each buffer isaVCDL. The goa of the clock network
isto deliver asigna to the digital circuit with close-to-zero skew and jitter. Unfortunately,
the static and dynamic variations of the buffers cause the phase error between the buffered
clocks to be non-zero and time-varying. This is especialy a concern since the delay
through the buffer chain can equal multiple clock cycles. The feedback inside each tile
adjusts the control voltage of VCDL, such that the buffered output is locked in phase to
the global input clock. The feedback loop compensates for both static process variations
and for slow dynamic variations (e.g., temperature). Such configurations have become
common in high performance digital microprocessors.
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Figure 10.66 DLL Approach to Clock Distribution.

10.7.2 Optical Clock Distribution

Itis clear that there are some fundamental problems associated with electrical synchroni-
zation techniques for future high-performance multi-GHz systems. The performance of a
digital isfundametally limited by process and environmental variations. Even with aggres-
sive active clock management schemes such as the use of DLLs and PLLSs, the variations
in power supply and clock load result in unacceptable clock uncertainity. Asaresult, there
has been a major recent push towards the use of optics for system wide synchronization.
An excellent review of the rationale and trade-offs in optical interconnects vs. electrical
interconnect isgiven in [Miller0Q].

The potential advantage of optical technology for clock distribution is due to the fact
that the delay is not sensitive to temperature and the clock edges don’t degrade over long
distances (e.g., 10's meters). In fact, it is possible to deliver an optical clock signal with
10-100ps of uncertanity for 10's meters. Of course, the performance of an optical system
is limited by the speed of light. Optical clocks can distribution on-chip via waveguides or
freespace. Figure 10.67 shows the plot of an optical clock architecutre using waveguides.
The off-chip optical source is brought to the chip, distributed through waveguides, and
converted through receiver circuitry to alocal electrical clock distribution network. The
chip is divided into small sections (or tiles) and each the global clock is distributed from
the photon source (the most popular choice being a laser for its ease of use) through
waveguides with splitters and bends to each of the sections. Notice that an H-treee is used
in distributing the optical clock. At the end of the waveguide is a photodetector (which can
be implemented using silicon or germanium).Once reaching the detector in each section,
the global clock optical pulses are converted into current pulses. These current pulses have
avery small magnitude (10’s pA) and they are fed into a transimpedance amplifier of the
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optoelectronic circuitry that amplifes the signal into voltage levels appropriate for digital
processing. into voltage signals. The electrical clock is then distributed through conven-
tiona techniques to the local load. Optics has the additional advantage that many of the
difficulties with electromagnetic wave phenomenaare avoided (e.g., crosstalk or inductive
coupling). A common problem in electrical signals is reflection from the loads, often
requiring termination, hence increasing power dissipation. Optical clocks avoid this pro-
belm and don’t require termination [Miller00].

In such an approach, the skew of the global clock to the photodectors is virtually
zero. There are some variationsin the arrival time of the optical signa (e.g., due to varia-
tions at bends cause different energy loss aong different paths). However, the optica
receiver istypically composed of multiple stages to amplify the small current pulsesandis
susseptible to process and environmental variations. The sources of variations are very
similar to a conventional electrical approach including threshold and device variations,
power supply and temperature variations, and variations in the local drivers.

Optical GCLK Local Electrical

Distribution

Optical :E E
waveguides

f Receiver :E" {

Figure10.67 Architecturefor optical clock
distribution.

Optical clocking may an important future in high-performance systems. However,
the challenges of dealing with process variations in the opto-electronic circuitry must be
addressed for this to become aredity.

10.8 Perspective: Synchronous ver sus Asynchronous Design

The self-timed approach offers a potential solution to the growing clock-distribution prob-
lem. It translates the global clock signal into a number of local synchronization problems.
Independence from physical timing constraints is achieved with the aid of completion sig-
nals. Handshaking logic is needed to ensure the logical ordering of the circuit events and
to avoid race conditions. This requires adherence to a certain protocol, which normally
consists of either two or four phases.

Despite all its advantages, self-timing has only been used in a number of isolated
cases. Examples of self-timed circuits can be found in signa processing [Jacobs90], fast
arithmetic units (such as self-timed dividers) [Williams87], simple microprocessors
[Martin89] and memory (static RAM, FIFOs). In general, synchronous logic is both faster
and simpler since the overhead of completion-signal generation and handshaking logic is
avoided. The design a fool-proof network of handshaking units, that is robust with respect
to races, live-lock, and dead-lock, is nontrivial and requires the availability of dedicated
design-automation tools.

On the other hand, distributing a clock at high speed becomes exceedingly difficult.
This was amply illustrated by the example of the 21164 Alpha microprocessor. Skew man-

.
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agement requires extensive modeling and analysis, as well as careful design. It will not be
easy to extend this methodology into the next generation of designs. This observation is
already reflected in the fact that the routing network for the latest generation of massively
paralel supercomputers is completely implemented using self-timing [Seitz92]. For self-
timing to become a mainstream design technique however (if it ever will), further innova-
tionsin circuit and signaling techniques and desigh methodol ogies are needed. Other alter-
native timing approaches might emerge aswell. Possible candidates are fully asynchronous
designs or islands of synchronous units connected by an asynchronous network.

109 Summary

This chapter has explored the timing of sequential digital circuits.

* An in-depth anaysis of the synchronous digital circuits and clocking approaches
was presented. Clock skew and jitter has a major impact on the functionality and
performance of a system. Important parameters are the clocking scheme used and
the nature of the clock-generation and distribution network.

» Alternative timing approaches, such as self-timed design, are becoming attractive to
deal with clock distribution problems. Self-timed design uses completion signals
and handshaking logic to isolate physical timing constraints from event ordering.

» Theconnection of synchronous and asynchronous components introduces the risk of
synchronization failure. The introduction of synchronizers helps to reduce that risk,
but can never eliminate it.

» Phase-locked loops are becoming an important element of the digital-designer’stool
box. They are used to generate high speed clock signals on a chip. The analog nature
of the PLL makesitsdesign ared challenge.

» Important trends for clock distribution include the use of delay-locked loops to
actively adjust delays on a chip.

» The key message of this chapter is that synchronization and timing are among the
most intriguing challenges facing the digital designer of the next decade.

10.10 To Probe Further

While system timing is an important topic, no congruent reference work is available in this
area. One of the best discussions so far isthe chapter by Chuck Seitz in [Mead80, Chapter
7]. Other in-depth overviews are given in [Bakoglu90, Chapter 8], [Johnson93, Chapter
11], [Hatamian88], and [Chandrakasan00]. A collection of papers on clock distribution
networks is presented in [Friedman95]. Numerous other publications are available on this
topic in the leading journas, some of which are mentioned below.
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EXERCISESAND DESIGN PROBLEM

Please refer to the book web-page (http://bwrc.eecs.berkeley.edu/lcBook) for
insightful and challenging exercises and design problems.
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