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Preface

Reliability engineering is a rapidly evolving discipline, whose purpose is 1o develop
methods and tools to predict, evaluate, and demonstrate reliability, maintainability,
and availability of components, equipment, and systems, as well as to support
development and production engineers in building in reliability and maintainability.
To be cost and time effective, reliability engineering has to be coordinated with
quality assurance activities, in agreement with Total Quality Management (TQM)
and Concurrent Engineering efforts. To build in relizbility and maintainability into
complex equipment or systems, failure rate and failure mode analyses have to be
performed early in the development phase and be supported by design guidelines for
reliahility, maintainability, and software quality as well as by extensive design
reviews. Before production, qualification tests on prototypes are necessary to ensure
that quality and reliability targets have been met. In the production phase, processes
need to he selected and monitored to assure the required quality level. For many
systems, availability requirements have also to be satisfied. In these cases, stochastic
processes can be used to investigate and optimize availability, including logistical
support as well. Software often plays a dominant role, requiring specific qualiry
assurance activities.

This book presents the state-of-the-art of reliability engineering, both in theory
and practice. 1t is based on over 25 years experience of the author in this field, half
of which was in industry and half as Professor for reliability engineering at the ETH
(Swiss Federal Institute of Technology Zurich). Following Chapter 1, in which basic
concepts as well as the main tasks and organizational requirements for a cost and
time effective quality and reliability assurance/management of complex equipment
and systems are introduced, the book is structured in the following three parts:

1. Chapters 2 to 8 deal with reliability, maintainability, and availability analyses and
tests, with emphasis on practical aspects in Chapter 3 (selection and qualification
of components), Chapter 5 (design guidelines for reliability, maintainability, and
software quality), and Chapter 8 (quality and reliability assurance in the
production phase). This part answers the question how to build in, predict,
evaluate, and demonstrate reliability, maintainability, and availability.

2. Appendices Al to A5 deal with definitions, standards, and program plans for
quality and reliability assurance of complex equipment and systems. This part
addresses the needs of project and quality assurance managers and answers the
question how to specify and realize reliability targets.
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3. Appendices A6 to A8 give a sound introduction to probability theory, stochastic
processes, and statistics. This part gives the mathematical foundations necessary Contents
for Chapters 2, 6, and 7, respectively, and addresses (together with Chapter 6) the
needs of system oriented engineers.

Methods and tools are presented in such a way that they can be tailored to cover a

range of reliability, maintainability, or availability requirements from low up to

stringent. The investigation of repairable systems is performed systematically,

starting from constant failure and repair rates between consecutive states {Markov

processes) and generalizing step by step up to the case in which the process involved

is regenerative with a minimum number of regeneration states (Chapter 6). The

convergence of the point availability to its steady-state value is analyzed in detail. 1 Basic Coneepts, Quality and Reliability Assurance of Complex Equipment and Systems |
A correct explanation of the waiting time paradox is given (Appendix A7), Approxi- LI Imtroduction . . . . . v v 1
L2 BasicComeepls . . . . . . . . . .. . o e e e e e e e 2

mate expressions for the reliability and availability of complex repairable systems

and for spare parts reservation are developed in depth (Chapters 6 and 4). The :i; E:jll]:::my """"""""""""""" §
estimation and demonstration of a constant failure rate A (or MTRF =1/3) and the 124 FailweRate . . . . Ty
empirical evaluation of field data are considered in detail (Appendix A8, Chapter 7}. 124 Mzintenance, Maintainsbility . . . . . . . . . . .. ... ... .. 8
A new derivation of the confidence interval for an unknown probability p is given 125 Logistical Support. . . . . . . . . .o o e e e e e 8
(Appendix A8). Methods and tools for the selection and qualification of (electronic) 126 Availability . . . . ..o 9
components and assemblies are presented in depth (Chapters 3 and 8). Design : 12.7  Sufety, Risk, and Risk Acceptance . . . . . . . oo 9
guidelines for reliability, maintainability, and software quality as well as checklists : oo 128 Qualiy . L. St 1
i , . \ \ L. L 1.2.9 Costand System Effectiveness. . . . . . . . . . . . . . ... ... 11
for design reviews are discussed extensively (Chapter 5, Appendix Ad). Cost optimi- 1.2.10 ProductLiability . . « + o v o v e e e 5
zation is considered for seve_ral applications (Chapters 1, 4, and 8). Aspects_. of safety 1.2.11 Historical Development . . . . . . . o o v v e 16
and risk management as well as trends in quality management systems are outlined . 13 Quality and Reliability Assurance Tasks for Complex Equipment and Systems. . . . 17
(Chapters 1 and 2, Appendices A2 and A3). Many results are presented in tables or - 1.4 Basic Quality and Reliability Assurance Rules. . . . . . . . . . . . .. Lo 18
graphs.  More than 100 practice oriented examples illustrate methods and tools. 1.5 Elements of 2 Total Quality Management System . . . . . . . . . . . . . .. 23
Stochastic processes and tools introduced in Appendix A7 and Chapter 6 can also L6 Quality and Reliability Assurance Handbook . . . . . . . . .. . .. .. .. 24
be used to investigate the reliability and availability of fault rolerant sysiems for L7 Motivationand Training . . . . L . ..o Lo 25
cases in which a reliability block diagram does not exist, on the basis of an extended o L ]
reliability state transition diagram (a publication on this subject is in preparation). 2 :?mbﬁgdﬁﬁw During the Design Phase . . . . . .. ... .. ;;
Tho book bas served for many years (44 German ed. 1997, Springer) s 4 text 32 Pt Rttty ot Eaipmen Sy wih Sl Soces L L %
book for thre;: semesters teaching at the ETH Zurich and for courses aimed at 221 Required Fanction, . . . . « o vt 10
engineers in industry. The basic course (Chapters 1, 2, 5, with an introduction to 222 Reliability Block THAZFAIM . . . . . . o+ o o 30
Chapters 3, 4, 6 to 8) should belong to the curriculum of every engineering degree. 2.2.3 Operating Conditions at Component Level, Stress Factors . . . . . . . . . 35
This book is a careful update and revision of the book Qualiry and Reliability of 2.24 Failure Rate of Electronic Components . . . . . . . . . .« « . . . 37
Technical Systems (2*4 ed. 1997, Springer), it aims to be a contribution to a 2.2.5 Religbility of One-Item Structures . . . . . . . . . . . .. .. .. 41
sustainable development/world. The comments of many friends and the agreable 226 Reliability of Serics-Parallel Structures ... . ... L 42
; . | 2.26.1 Items without Redundancy . . . . . . . . . . . . .. ... 43
cooperation with Springer-Verlag are gratefully aknowledged here. 2262 ComceptofRedundancy. . . . . . « v o ot 44
: 2263 PaalleiModels . . . . . . . . . . . ... a4
2.2.64 Series/Parallel Structures - . . . . . . .. . . . . L. .. . 45
Lugano and Zurich, June 1999 Alessandro Birolini 2265 Majority Redundancy. . . . . . . .. ... 50
. _ 227 PanCountMethod . . . . . . _ . _ . . . . ... ... ... 52
2.3 Reliability of Systems with Complex Structures . . . . . . . . . . . . .. .. 53
231 KeyhemMethod. . . . . . . . . . .. . . .. ... ... 53
2311 BrdgeStructures . . . . . . . . . . . . L. 54

2.3.1.2 Rel. Block Diagram in which Elements Appear More than Once. . . 55
232 SuccomsfulPshMethod . . . . . . . . ..ol 56
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1 Basic Concepts, Quality and
Reliability Assurance of Complex
Equipment and Systems

Reliability engineering is a rapidly evolving discipline, whose purpose is to develop
methods and teols o predict, evaluate, and demonstrate reliability, maintainability,
and availability of components, equipment, and systems, as well as to support
development and production engineers in building in reliability and maintainability.
To be cost and time effective, reliability engineering has to be coordinated
with quality assurance activities, in agreement with Total Quality Management
(TQM) and Concurrent Engineering efforts. This chapter introduces basic concepts,
shows their relationship, and discusses the main tasks and organizational
requirements necessary to assure cost and time effectively the quality and reliability
of complex equipment and systems. Refinements of these management aspects are
given in Appendices Al to A5. Quality assurance is used here in the sense also of
quality management as per TOM.

1.1 Introduction

Until the ninteen-sixties, quality targets were deemed to have been reached when the
item considered was found to be free of defects or systematic failures at the time it
left the manufacturer. The growing complexity of equipment and systems, as well
as the rapidly increasing cost incurred by loss of operation and for maintenance,
have brought to the fore the aspects of reliability, maintainability, availability, and
safety, The expectation today is that complex equipment and systems are not only
free from defects and systematic failures at time f =0 (when they are put into
operation), but also perform the required function failure free for a stated time
interval. However, the question of whether a given item will operate without
failures during a stated period of time cannot be simply answered by yes or no
on the basis of a compliance test. Experience shows that only a probability for this
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occurrence can be given. This probability is a measure of the item’s reliability and
can be interpreted as follows:

If n statistically identical items are put into operation at time t=0 to
perform a given mission and ¥V < n of them accomplish it successfully, then
the ratio Vin is a random variable which converges for increasing n to the
true value of the reliability (Appendix AG.11).

Performance parameters as well as reliability, maimainabiliry, availability, and
safety have to be built into an item. To do this, a set of specific engineering and
management activities must be performed during all life-cycle phases of the item
considered. For complex equipment and systems, these activities have to be
coordinated by a quality and reliability assurance program plan, realized in the
context of Total Qualiry Management (TQM), to be time and cost effective.

1.2 Basic Concepts

This section introduces the most imporiant concepts used in reliability engineering
and shows their relationship to quality assurance and TQM (see Appendix Al for a
more complete list of definitions).

1.2.1 Reliability

Relinbility is a characteristic of an item, expressed by the probability that the item
will perform its required function under given conditions for a stated time interval.
1t is generally designated by R. From a qualitative point of view, reliability can be
defined as the ability of an item to remain functional. Reliability specifies thus the
probability that ne operational interruptions will occur during a stated time interval,
This does not mean that redundant parts may not fail, such parts can fail and be
repaired. The concept of reliability thus applies to nonrepairable as well as to
repairable items (see Chapters 2 and 6, respectively). To make sense, a numerical
statement of reliability (e.g., R =0.9) must always be accompanied by the definition
of the required function, the operating conditions, and the mission duration, say T.
In general, it is also important to know whether or not the item can be considered
new when the mission starts.

An item is a functional or structural #nit of arbitrary complexity (component,
device, assembly, equipment, subsystem, or system) that can be considered as an
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entity for investigations. It may consist of hardware, software, or both and may also
include human resources. Often, ideal human aspects and logistical support are
assumed, even if for simplicity in the notation the term system is used instead of
technical system.

The required function specifies the item's task. For example, for given inputs,
the item outputs have to be constrained within specified tolerance bands (perform-
ance parameters should still be given with tolerances and not merely as fixed
values). The definition of the required function is the starting point for ary
reliability analysis, as it defines failures.

Operating conditions have an important influence upon reliability, and must
therefore be specified with care. Experience shows for example, that the failure
rate of semiconductor components will double for an operating temperature increase
of 10to 20°C.

The required function and/or operating conditions can also be time dependent.
In these cases a mission profile has to be defined and all reliability statements will
be related to it. A representative mission profile and the corresponding reliability
targets should be given in the item specifications.

Often the mission duration 7 is taken as parameter ¢, the reliability function is
then defined by R{f}. R{f) is the probability that no failure at item level will occur
in the interval (0, 7], generally with the assumption R(0)=1.

To avoid confusion, a distinction between predicted and estimated (or assessed)
reliability should be made. The first one is computed on the basis of the item’s
reliability structure and the failure rate of its components (Section 2.2), the second is
obtained from a statistical evaluation of reliability tests (Section 7.2) or from field
data if environmental and operating conditions are known.

1.2.2 Failure

A failure occurs when an item stops performing its required function, The failure-
free operating time is generally a random variable. Tt is often reasonably long, but it
can also be very shont, for instance because of a systematic failure or an early failure
caused by a transient event at turn-on. A general assumption in investigating
failure-free operating times is that at ¢ = 0 the item is free of defects and systematic
failures. Besides their relative frequency, failures are classified according to the
mode, cause, effect, and mechanism:

1. Mode: The mode of a failure is the symptom (local effect) by which a failure is
observed, for example, opens, shorts, or drift for electronic components; brittle
rupture, creep, cracking, seizure, or fatigue for mechanical components.

2. Cause: The cause of a failure can be infrinsic, due to weaknesses in the item
and/or wearout, or extrinsic, due to misuse or mishandling during the design,
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production, or use. Extrinsic causes often lead to systematic failures which are
deterministic and should be considered like defects (dynamic defects in software
quality). Defects are present at ¢ = 0. Failures appear always in time (even if the
time to failure is short as it can be with systematic failures or early failures).

3. Effect: The effect (consequence) of a failure is generally different if considered
on the itemn itself or at a higher level. A usual classification is: nonrelevant,
partial, complete, and critical failure. Since a failure can also cause further
failures in an item, a distinction between primary failure and secondary failure
is important.

4. Mechanism: Failure mechanism is the physical, chemical, or other process
resulting in a failure (see Table 3.6 for some examples).

Failures are also classified as sudden and gradual. Sudden and complete fatlures are
termed cataleptic {or catastrophic) failures, gradual and partial failures are termed
degradation failures. As failure is not the only cause for an item being down, the
general term used to define the down state of an item which is not caused by a
preventive maintenance, other planned actions, or lack of external resources is faulr,
Fault is thus a state of an itemn and can be due to a defect or a failure.

1.2.3 Failure Rate

The faiiure rate plays an important role in reliability analyses. This Section intro-
duces it heuristically (see Sections 2.2.5 and A6.5 for an analytical derivation).

Let us assume that n statistically identical, independent items are put into
operation at time f = 0 under the same conditions, and at the time 7 a subset V{¢) of
these items have not yet failed. V(r) is a right continuous decreasing step function,
shown in Fig. 1.1. ..., ¢, are the observed failure-free operating times of the n
items. As stated above, they are independent realizations of a random variable T,
considerd here as the item's failure-free operating time. The expression

2 o+ ..t
Blr=1—2on
n

(1.1)
is the empirical expected value or empirical mean of T (empirical quantities are
statistical estimates and marked with ~). For n— =, Ef1] converges to the true
value of the mean failure-free operating time E[1] (Eq. A6.147). The function

R(r) = ) (1.2)

n

is the empirical reliability fanction. As shown in Appendix A8.1.1, R(z) converges
to the reliability function R(z) for n — =,
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Figure 1.1 Numaber ¥{t) of items not failed at the time ¢

The empirical failure rate is defined as
V() —V(r+061)

V()
i(:)ﬁf is the ratio of the items failed in the interval (¢, ¢ + 8¢] to the number of items
that have not yet failed at the time 1. Applying Eq. (1.2) to Eq. (1.3) yields
R()— R +80) '

SR

o) = (1.3)

A= (1.4)
For n — o and 8¢ — 0, in such a way that ndt — 0, i(:) converges to the failure
rate

—dR{s}/ dt

L5
RQ) (15)

Ait)=

Equation (1.5) implies (tacitly) that R(#) is derivable. It shows that the failure rate
A(n) fully derermines the reliability function R(t). With R(0} =1, Eq.(1.5) yields

i
~[Ax)dx
R(t)=e © . (1.6)

In many practical applications, the failure rate can be assumed to be nearly constant
(time independent) for all r 20

A=A,
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From Egq. (1.6) then follows
R{f)=e~hi, (L7

The failure-free operating time 7 is in this case exponentially distributed. For this
case (and orly in this case), the failure rate A can be estimated by A =k/T, where T
is a given (fixed) cumulative operating time and k the total number of failures
during T (Section 7.2.2.1). This result is a consequence of the memoryless property
of the exponential distribution function (Egs. (2.12), (A6.87), (A7.41)}. The mean
of the failure-free operating time is given in general by

MTTF = E[t] = J'R{r)dr, (1.8)
0

where MTTF stands for mean time to failure (Eq. (A6.38)). In the case of a constant
failure rate A{r)=A, E[7] assumes the value E[t]= I;e-?u dr=1/A. Itis commen
usage to define

MTBF=%, (1.9

where MTEF stands for mean operating time between fuilures (formerly mean time
between failures). Also because of the frequently used point estimation M7 BF=T/k,
with T as the given (fixed) cumulative operating time and k as the total number of
failures during T, MTBF should be reserved for items with a constant (time
independent) failure rate .

The failure rate of a large population of statistically identical, independent items
exhibits often the typical bathtub curve depicted in Fig. 1.2, with the following three
phases:

1. Early failures: A1) decreases rapidly with time; failures in this phase are
generally attributable to randomly distributed weaknesses in materials,
components, or production processes.

2. Failures with constant (or nearly so) failure rate: A(t) is approximately
constant and equal to A ; failures in this period are Poisson distributed and often
cataleptic.

3. Wearout failures: A(t) increases with time; failures in this period are generally
attributable to aging, wearout, fatigue, etc.

Early failures are often due to mementary (randomly distributed) weaknesses in
materials, components, or in the item's production process. They are not
deterministic (in contrast (o systematic failures) and thus appear in general randomly
distributed in time and over the items. During the early failure period, A(z) must
not necessarily decrease as in Fig. 1.2, in some cases it can also oscillate. To
eliminate early failures, burn-in or environmental stress screening (ESS) is used.
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o

Figure 1.2 Typical shape of the failure rate of 2 large population of statistically identical
(independent} items (the dashed line shows the basic shift of the curve for z higher siress, e.g.
ambient temperature 6 for electronic components)

Early failures should be distinguished from systematic failures, which are
deterministic and caused by errors or mistakes, and whose elimination requires a
change in the design, production process, operational procedure, documentation, or
other. The length of the earty failure period varies greatly in practice. However, in
most applications it will be shorter than a few thousand hours. The presence of a
period with constant (or nearly so0) failure rate h{t) =M is useful for calculations.
The memoryless property, which characterizes this period, leads to a Poisson
process for the flow of failures and to a Markov process for the time behavior of a
i‘epairablc item if also constant repair rates can be assumed (Sections 2.3.5, 6.4.1,
6.5.1, 6.8). An increasing failure rate after a given operating time appears because
of degradation phenomena due to aging or wearout, and is typical for most items.

A plausible explanation for the shape of A(f}, as given in Fig. 1.2, is that the
population of » statistically identical, independent items contains npy weak ele-
ments and n(l— ps) good ones. The distribution of the failure-free operating time
can then be expressed by a weighted sum of the form F{r) = p Fi(5) + (1 - pyF; (1)
For calculation purposes, F () ¢an be a gamma distribution with f <1 and F, () a
shifted Weibull distribution with f > 1, see Egs. (A6.34), (A6.96), and (A6.97).

The failure rate introduced above depends strongly upon the item’s operating
conditions. For semiconductor devices, experience shows for example that the
value of A doubles for an operating temperature increase of 10 to 20°C, and
becomes more than an order of magnitude higher if the device is exposed to elevated
mechanical stresses (Table 2.3). Typical figures for A are 10-10 to 10-7h-! for
components, and 10~7 to 10-5h~! for assemblies.

The concept of failure rate also applies to humans and a shape similar to that
depicted in Fig. 1.2 can be obtained from a mortality table.
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1.2.4 Maintenance, Maintainability

Maintenance defines the set of activities performed on an item to retain it in or to
restore it to a specified state. Maintenance is thus subdivided into preventive
mainrenance (carried out at predetermined intervals and according to prescribed
procedures, in particular to reduce wearout failures) and corrective maintenance
(carried out after fault recognition, and intended to put the item into a state in which
it can again perform the required function). Corrective maintenance is also known
as repair, it can include any or all of the following steps: localization, isolation,
disassembly, exchange, reassembly, alignment, checkout. The aim of preventive
maintenance is also to detect and repair hidden failures, i.e. failures in redundant
elements. To simplify computations it is generally assumed that the item (element
in the reliability block diagram for which a maintenance action has been performed)
is as-good-as-new after each maintenance. This assumption is valid for the wohle
equipment or system in the case of constant fatlure rates.

Maintainability is a characteristic of an item, expressed by the probabiliry that
preventive maintenance or repair of the item will be performed within a stated time
interval for given procedures and resources (number and skill level of personnel,
spare parts, test facilities, etc.). From a gualitative point of view, maintainability
can be defined as the ability of an item to be retained in or restored to a specified
state. The expected value (mear) of the repair time is denoted by MTTR (tnean time
to repair), and that of a preventive maintenance by MTTPM (mean time to preventive
maintenance). Often used is for instance also MTBUR (mean time between
unscheduled removals). Maintainability has to be built info complex equipment or
systems during the design and development phase, by planning and realizing a
maintenance concept. Due to the increasing maintenance costs, maintainability
aspects have been growing in importance. However, maintainability achieved in
field largely depends on the correct installation of the equipment or system, the
resources (personnel and material) available for maintenance, and the maintenance
organization, i.e. on the logistical support.

1.2.5 Logistical Support

Logistical support designates all activities undertaken to provide effective and
economical use of an item during its operating phase. To be effective, logistical
support should be integrated into the maintenance concept of the itém under
consideration and include after-sales service.

An emerging aspect, related to maintenance and logistical support, is that of
obsolescence management, i.e, how to assure operation over for instance 20 years,
when technology is rapidly evolving and compenents need for maintenance are no
longer manufactured. Consideration shall be given in particular to the design
aspects, to assure interchangeability during the equipment’s useful life without
important redesigns. Standardization in this direction is in progress [1.7].
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1.2.6 Availability

Fgint availability is a characteristic of an item, often designated by PA(f), expressed
by the probability that the item will perform its required function under given condi-
tions at a stated instant of fime ;. From a qualitative point of view, point availabiliry
can be defined as the ability of an item to perform its required function under given
conditions at a stated instant of time, the term dependability is then often vsed.
Availability calculations are generally difficult, as logistical support and human
Jactors should be considered in addition to reliability and maintainability. Ideal
human and logistical support conditions are thus often assumed, leading to the
intrinsic availability. For simplicity in the notation, in Chapter 6 availability will
be used instead of intrinsic availability. Further assumptions for calculations are
continuous operation and complete renewal (the repaired element in the rel. block
diagram is as-good-as-new after each repair). Taking this into account, the point
availability PA(?) converges rapidly to the steady-state value (Eqs. (6.48), (6.57))

MTTF

PA= ——
MTTF + MTTR

(1.10)

PA is also the steady-state value of the average availability (AA, or simply A for
availability) and expresses the expected value (imean) of the percentage of the time
during which the item performs its required function. Depending on the application
considered, other types of availability can be defined (Section 6.2). In contrast to
réliability analyses for which no failure at the item level is allowed (only redundant
parts may fail and be repaired), availability analysis allows failures at the itemn level.

1.2.7 Safety, Risk, and Risk Acceptance

Safery is the ability of an item not to cause injury to persons, nor significant material
dhmage or other unacceptable consequences during its use. Safety evaluation must
consider the following two aspects: safety when the item functions and is operated
carrectly and safety when the item or a part of it has failed. The first aspect deals
with accident prevention, for which a large number of national and international
regulations exist. The second aspect is that of fechnical safety which is investigated
u_sing the same tools as for reliability. However, a distinction between technical
safety and reliability is necessary. While safety assurance examines measures which
allow an item to be brought into a safe state in the case of a failure (fail-safe
behavior), reliability assurance deals more generally with measures for minimizing
the total number of failures. Moreover, technical safety must also take into account
of the effects of external influences like human errors, catastrophes, sabotage, etc.
The safety level of an item has great influence on the number of product liability
claims. However, measures designed to increase safety can reduce reliability. To
some extent, the concept of safety can be applied to arbitrary products or services.
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Closely related to the concept of (technical) safety are those of risk, risk mana-
gement, and risk acceptance, including risk analysis and risk assessment [1.20, 1.24,
2.35]. Risk problems are generally interdisciplinary and have to be solved in close
cooperation between engineers, psychologists, and politicians to find common
solutions to controversial questions. An appropriate weighting between probability
of occurrence and effect (consequence) of a given accident is important. The
multiplicative rule is one of several possibilities. Also it is necessary to consider
the different causes (machine, machine & human, human) and effects (location,
time, involved people, effect duration) of an accident. Statistical tools can support
risk assessment. However, although the behavior of a homogenous human popul-
ation is often known, experience shows that the reaction of a single person can
become unpredictable. Similar difficulties also arise in the evaluation of rare
events in complex systems. Considerations on risk and risk acceptance should take
into account that the probability py for a given accident which can be caused by
one of n statistically identical and independent items, each of them with occurrence
probability p, is for np small nearly equal to np as per

P = up(l-np) = np. {L.11)

p1=np(t-pf"" = npe
Equation (1.11) follows from the binomial distribution and the Poisson
approximation (Egs. (A6.120) and (A6.129)). It also applies with np = A, T to the
case in which one assumes that the accident occurs randomly in the interval (0, T1,
caused by one of n independent items (systems) with failure rates Aj, ..., A,, where
Apgp =Ap+...+ A, or Ay =nh for &)= ... =k, =A. This is because the sum
of n independent Poisson processes is again a Poisson process (Example 7.7) and
the probability A, Te AT for one failure in the interval (0, T is nearly equal to
A T. Thus, for np<<1 or Ay, T<<1 it holds that

pr=np=(y+... +A,)T. (1.12)

Also by assuming a reduction of the individual occurrence probability p (or failure
rate A;), one recognizes that in the future it will be necessary either to accepr
greater risks p; or to keep the spread of high-risk technologies under tighter
control. Similar considerations could also be made for the problem of
environmental stresses caused by mankind. Aspects of ecologically acceptable
production, use, disposal, and recycling or reuse of products will become a subject
for international regulations in the general context of a sustainable development.

In the context of a product development process, risks related to feasibility
and time to market within the given cost constraints must also be considered.

Mandatory for risk management are in particular psychological aspects related
to risk awareness and safety communication. As long as a danger for risk is not
perceived, people often do not react (the coconut effect is a good example for such

o e TS
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a situation [1.24 (1997)]). Knowing that a safery behaviour presupposes a nisk
awareness, communication is an important tool to avoid that a risk related to the
system considered will be underestimated. Psycholinguistic principles can help to
facilitate communication between all people involved [1.24 (1993)].

1.2.8 Quality

Quality is understood today as the totality of features and characteristics of an item
(product or service) that bear on its ability to satisfy stated or implied needs. This
definition is general and has the advantage of accounting for all cbjective and
subjective attributes and characteristics of an item. A disadvantage for technical
products can be a reduced strength compared to earlier definitions.

1.2.9 Cost and System Effectiveness

All previously introduced concepts are interrelated. Their relationship is best shown

‘through the concept of cost effectiveness, as given in Fig. 1.3. Cost gffectiveness is

a measure of the ability of an item to meet a service demand of stated quantitative
characteristics, with the best possible usefulness to life-cycle cost ratio. It is often
referred to as system effectiveness. From Fig. 1.3, one recognizes the central role of
quality assurance, bringing together all assurance activities (Section 1.5) and of
dependability (collective term for availability performance and its influencing
factors). Quality assurance is used here in the sense also of guality management as
per TOM.

~ As shown in Fig. 1.3, the life-cycle cost (I.CC) is the sum of the costs for
acquisition, operation, maintenance, and disposal of an item. For complex systems,
higher reliability in general leads to a higher acquisition cost and lower operating
cost, so that the optimum of life-cycle cost seldom lies at extremely low or
extremely high reliability figures. For such a system, with say 10 years useful life,
the acquisition cost often accounts for 40 to 60% of the life-cycle cost and
experience shows that up to 80% of the life-cycle cost is frequently generated by
decisions early in the design phase. In the future, life-cycle cost will take more into
account current and deferred damage to the environment caused by the production,
use, and disposal of an item. Life-cycle cost optimization is generally project
specific and falls within the framework of cost effectiveness or of systems
engineering. It can be positively influenced by concurrent engineering (1.10, 1.14,
1.21]. Figure 1.4 shows as an example the influence of the attainment level of
quality and reliability targets on the sum of costs for quality assurance and for the
assurance of reliability, maintainability, and logistical support for two complex
systems [2.2 (1986)]. To introduce this model let us first consider Example 1.1.



12 1 Basic Congepts, Quality and Reliability Assurance of Complex Equipment and Systems

Example 1.1

An assembly contains » independent components each with a defective probability p. Let ¢ be
the cost to replace k defective components, Determine ({) the expected value (mean) () of the
total replacement cost (no defective components are allowed in the assembly) and (#) the mean
of the total cost (test and replacement) if the companents are submitted 10 an incoming inspection
which reduces defective percentage from p to py (1281 cost ¢, per component).

Solution

(/) The soiution makes use of the binomial distribution {Appendix A6.10.7} and question (i} is
also solved in Example A6.18. The probability of having exactly & defective components in
alotof size # is given by

e =[:) pk(l—p)"_k. (L1%
The mean Gy of the total cost (deferred cost) caused by the defective components follows
then from
n [ H
Ciy = Dbk =Eck( ,J pra-pr k. (1.14)
k=1 k=1

(i) To the cost caused by the defective components, computed from Eg. (1.14) with pg instead
of p, one must add the incoming inspection cost #¢,

L3
Sy =ner + ):fk[:].v{,‘(l-po)""“ (1.15)
k=1

The difference between (i and Gy gives the gain obtained by introducing the incoming
inspection, allowing thus a cosz optimization.

With similar considerations to those in Example 1.1 one obtains for the expected
value (mean) of the total repair cost C,, during the cumulative operating time T of
an item with failure rate A and cost ¢, per repair

T
Ccm=)'chm =chm- (116)
In Eq. (1.16), the term A T gives the mean value of the number of failures during T
(Eq. (A7.4(0).

From the above considerations, the following equation expressing the mean C of
the sum of the costs for quality assurance and for the assurance of reliability,
maintainability, and logistical support of a system can be obtained

T
C= Cq +C, + Ccm +Cpm + CI +chm +{(1- OAs)TCqﬁr +n4c4, {1.17
5

where ¢ denotes quality, r reliability, cm corrective maintenance, pm preventive
maintenance, | logistical support, off downtime, and d defects. MTBFy and OAg
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Figure 1.3 Cost or system effectiveness for complex equipment and systems with high guality and
reliabiliry requirements (dependability can be used instead of operationzl availability for a
qualitative meaning, Quality Assurance in the sense also of Quality Management as per TQM)
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are the system mean time between failures and the system steady-state overall avail-
ability (Eq. (6.201) with T, instead of Tpyy). T is the total system operating time
(useful life), ny is the number of hidden defects discovered (and eliminated) in the
field. C, Gy, Can. Cpms and G are the costs for quality assurance and for the
assurance of reliability, repairability, serviceability, and logistical support, respec-
tively. com, cop, and ¢y are the cost per repair, downtime hours (caused by
failures), and hidden defect discovered in the field (preventive maintenance costs are
included in e, as preventive maintenance is taken into account in OAg). The first
five terms in Eq. (1.17) represent a part of the acquisition cost, the last three terms
are deferred costs occurring during field operation, A model for investigating the
cost C according to Eq. (1.17) was developed in [2.2 (1986)] by assuming C,, C,
Cem> Cpms Cf MTBFg, OAg, T, ey Copf s and ¢, as parameters and investigating
the variation of the total cost expressed by Eq. (1.17) as a function of the level of
attainment of the specified targets, i.e. by introducing the variables g, = 0A/QA,,
gr = MTBF/ MTBEg, gcp = MTTRgy I MTTRs, gpm = MTTPMg, { MTTPM;, and
& = MLDg, / MLDg, where the subscript ¢ denotes the specified target for the
corresponding quantity. A power relationship

Ci=Cgg" (1.18)

was assumed between the actual cost C; the cost G to reach the specified target
{goal) of the considered quantity, and the level of attainment g; of the specified
target (0 <my <1 and all other ny; >1). The following relationship between the
number of hidden defects discovered in the field and the ratio C,/Cy, was also
included in the model

1 1 (1.19)

.I’ld =
(C,/Cp)™ g

The final equation for the cost C as function of the variables g, g, Zem» Zpm» and
& is then given by

Te¢
, m m my om
C = Coey” +Crgtty " + Comgom” + ComeBpm +Cigll” + g MTBFs,
1 1
(- YFepy +(————1cy. (1.20)
L. 1 MRy | MLDy MTIPMg T 70 mma

Er8em MIBF, 8.5 MTBFS; gmePm

The relative cost C/Cy given in Fig. 1.4 is obtained by dividing C by the value C,
obtained form Eq. (1.20) with all g; =1. Extensive analyses with different values
for my, C;, MTBFg, OAg, T, Cem» Cop» and ¢g have shown that the value CiC, is
only moderately sensitive to the parameters m;.
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Figure 1.4 Sum of the relative cost C/Cg for quality assurance and. for the assurance of eeliahility,
maintainability, and logistical support of two complex systems with different mission profiles, as a
function of the level of attainment of the specified quality and reliability targets g, and g,.
respectively {the specified targets are dashed)

1.2.10 Product Liability

Product liabiliry is the onus on a manufacturer (producer) or others to compensate
for losses related to injury to persons, material damage, or other unacceptable
consequences caused by a product (itemn). The manufacturer has to specify a safe
operational mode for the product. The term product is used here to indicate in

- generat hardware only. Furthermore, in legal documents related to product Hability,

the term defective product is used instead of defective or failed product.
Responsible in a product liability claim are all those people involved in the
design, production, and sale of the product, inclusive suppliers. Basically, sirict
liability is applied (the manufacturer has to demonstrate that the product was free
from defects). This holds in particular in the USA but also partially in Europe
[1.11, 1.13, 1.19]. However, in Burope the causality beiween damage and defect
has still to be demonstrated by the user.

The rapid increase of product liability claims (alone in the USA, 50,000 in 1960
and over one million in 1980) cannot be ignored by manufacturers. Although the
reason for such a situation also lies in the peculiarity of US legal procedures,
configuration management (Section A3.3.5) and safety analyses (Section 2.6)
should be performed to avoid product liability claims. This is true even if
the growth of liability claims in Europe will remain under better control than
in the USA.
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1.2.11 Historical Development

Methods and procedures of quality assurance and reliability engineering have been
developed extensively over the last 50 years. Table 1.1 summarizes the major steps.
Figure 1.5 depicts the basic distribution of the relative effort between quality
assurance and reliability engineering during this period of time. Because of the
rapid progress of microelectronics, considerations on redundancy, fauit-tolerance,
testability, test sirategies, and software guality have increased in importance,

Table 1.1 Historical development of quality assurance and reliability engineering

before 1940 Quality atributes and characteristics are defined. In-process and final tests are
carried out, usually in a department within the production area. The concept of
quality of manufaciyre is intreduced.

1940 - 50  Defects and failures are systematically collected and analyzed. Corrective actions
are carried out. Statistical quality control is developed. Tt is recognized that quality
must be Built info an item. The concept guality of design becomes important.

1950- 60  Quality assurance is recognized as a means for developing and manufacturing an
item with a specified quality level. Preventive measures are added fo tests and
corrective actions. Tt is recognized that correct short-term functioning does not also
signify reliability. Design reviews and systematic analysis of failures and failure
data, generally in the research and development area, lead to important reliability
improvements.

1960-70  Difficulties with respect to reproducibility and change control, as well as interfacing
problems during the integration phase, require a refinement of the concept of
configuration management. Reliability engineering is recognized as a means of
developing and manufacturing an item with specified reliability. Reliability
estimation and demonstration tests are developed, It is recognized that reliability
cannot easily be demenstrated by an acceptance fest. Instead of a reliability figure
{MTBF), the contractual requirement is for a reliability assurance program.
Maintainability, availability, and logistical support become important,

1970-80  Due to the increasing complexity and costs for maintenance of electronic equipment
and systems, the aspects of man-machine Interface and life-cycle cost become
important. The terms product assurance, cost effectiveness and sysiems engineering
are introduced. Product liability becomes important.  Quality and reliability
assurance activities are made project specific and carried out in close cooperation
with all engineers involved in a project. Customers require demonstration of
reliability and maiatainability during the warranty period.

1980-90  The aspect of restabifiry gains in significance. Test and screening strategies are
developed to reduce testing costs and warranty services. Because of the rapid
progress in microelectronics, greater possibilities are available for redundent
struciures. The concept of saftware quality is introduced.

afier 1990  The necessity to further shorten the development time leads to the concept of
concurrent engineering. Total Quality Managemens (TQM) appears as a refincment
1o the concept of quality assurance as given at the end of the seventies.
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Figure 1.5 Approximate distribution of the relative effort between quality assurance and reliability
engineering for complex equipment and systemns

1.3 Quality and Reliability Assurance Tasks
for Complex Equipment and Systems

Experience shows that the development and production of complex equipment and
systems with specified reliability, maintainability, availability, and safety targets, as

~ well as a prescribed quality level, is only possible when specific activities are

performed during all life-cycle phases of the iter considered. Figure 1.6 defines
the life-cycle phases for complex equipment and systems, also indicating the inputs
and outputs of each phase (the output of a given phase corresponds with the input
of the next phase, disposal and recycling mean ecologically acceptable or
savironmentally compatible disposel and recycling).

- The main tasks for quality and reliability assurance of complex equipment and
systems are listed in Table 1.2, see also Table A3.2 for further details and a task
gssignment mairix. Depicted in Table 1.2 is the period of time during the life-cycle
phases over which the tasks have to be performed. Many tasks extend over several
project phases and must therefore be coordinated. A reinforcement of this coordin-
ation in the sense of simultaneous activities leads to the caoncept of concurrent
engineering. Within a project, the tasks of Table 1.2 must be refined in a project-
ftpeciﬁc quality and reliability assurance program. The content of such a program
is discussed in Appendix A3, starting with Table A3.2 which presents a defailed
description on the tasks outlined in Table 1.2,
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Table 1.2 Main tasks for quality and reliability assurance of complex equipment and systems,

conforming to TQM (the bar height is a measure of the relative effort)

1. Customer and market requiremenis

2. Preliminary analyses

6. Safety and human factor analyses

8. Supplier selection and qualification

10. Configuration management

t1. Prototype qualification tests

12. Quality control during production

13. In-process tests

14. Final and acceptance tests

15. Quality data reporting system

16. Logistical support

17. Coordination and monitoring

18. Quality costs

20. Motivation and training

o Specific during
Main tasks for quality and reliability assurance of %
complex equipment and systems, conforming to TQM g g .
{see Table A3.2 for more details and for task assignment] E _si _g ) 'g '§
A EHE I
BEEENE
1R O
mll- -
3, Quality and reliability aspects in specs, quotations, contracts, ete. -_._ om| |
4. Quality and reliabilify assurance program -l - |
5. Reliability and maintainability analyses - ||
| | |
7. Selection and qualification of components and materials | |
- 1.
9. Project-dependent procedures and work instructions 1 | 1
- (i
~=
| |
| |
-— Ilm
-_l-_
- [
| e | I |
- 11"
19. Concepts, methods, and general procedures {quality and reliability) | [l - |
| .

1
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Figure 1.6 Life-cycle phases of complex equipment and systemns

1.4 Basic Quality and Reliability Assurance Rules

Based on the considerations in Section 1.3 (refined in Appendix A3), the basic rules
for a quality and reliability assurance optimized with respect to cost and time
schedule, and conforming to Total Quality Management (TQM), can be summarized
as follows:

L

Quality and reliability targets should be just as high as necessary to satisfy real
customer needs

—> apply the rule "as-good-as-necessary”,

. Activities for quality and reliability assurance should be performed continuously

throughout ail project phases, from definition 10 operating phase

— do not change the project manager before ending the pilot production.

. Activities must be performed in close cooperation between all engineers

involved in the project (Table A3.2)

— use TQM and concurrent engineering approaches.

. Quality and reliability assurance activities should be monitored by a central

quality and reliability assurance department (Q&RA), which cooperates actively
in all project phases (Fig. 1.7 and Table A3.2)

— establish a quality and reliability assurance department active in the prajects.



20 1 Basic Concepts, Quality and Reliability Assurance of Complex Equipment and Systems 1.5 Elemenis of a Total Quality Management System

t

5. To ensure the necessary independence, the quality and reliability assurance
department should report directly to the upper management level (Fig. 1.7)

Company
managernen
Pm%ect
mahagement
Customer

— assign to the central Q&RA department the competence it needs.

Information
feedback

Figure 1.7 shows an organization which embodies the above rules. As set out in
Table A3.2, the assignment of quality and reliability assurance tasks should be
such that every engineer in a project bears histher own responsibilities. A design
engineer should for instance be responsible for all aspects of his own product (e.g.
an assembly) including reliability, and the production department should be able to
manufacture and test such an item within its own competence. Following the
suggestions given in Table A3.2 for a manufacturer of complex equipment and
systems with high quality and reliability requirements, the central quality and
reliability assurance department (Q&RA in Fig. 1.7) should be responsible for
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Figyre 1.8 Principle of a quality data reporting sysiem
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Table 1.3 Information status for PCBs from a quality data reporting system

a) Defects and failures at PCB level

No. of PCBs Rough classification No. of faults ;| Measures Cost

PCB | tested | with | % | assem- | sol- |board| com- § total [ per | short | fong | pro- |QA| ather
taults bling | dering ponen FCB | lerm | term | duction areas

b) Defects and failures at component level

Period: . ... PCB: ..., No.of PCBs:. ...
Compo- | Manufac- No. of components | Mumber of Mo. of faults per place of occurrence
nent wrer | Same | Same faults | % | incoming | in-process | final test | wartanty
type | application inspecticn test perind

€) Cause analysis for defects and failures due to eomponents

Period: . . ..
Cause Percent defective (%) | Failure rate (1079h") | Measures
Compo-
nent | peR| gys- | inherent|notiden- | observed! predicied | observed | predicted | short | long
tematic | failure | tified term | term

d) Correlation between components and PCBs
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1.5 Elements of a Total Quality Management System

As stated in Sections 1.3 and 1.4, many of the tasks associated with quality
assurance (in the sense also of quality management as per TQM) are
interdisciplinary in nature. In order to have a minimum impact on cost and time
schedules, their solution requires the concurrent efforts of all engineers involved in
a project, in particular those from development and production. The related
activities, distributed along the project phases and among different company
departments (marketing, development, production}, must be integrated. This leads
to the concept of guality assurance, as depicted in Fig. 1.3.

In order to improve the coordination of the quality assurance activities it is
useful to group these activities into the following areas:

1. Configurarion Management: Procedure used to specify, describe, audit, and
release the configuration of an item, as well as to control it during modifications
or changes (configuration includes all of an item's functional and physical
characteristics as given in the documentation and present in the hardware and/or
software). Configuration management is one important tool for quality
assurance during the development phase. It is subdivided inte configuration
identification, awditing, control, and accounting (Appendix A3.2.5). Auditing
of a configuration is carried out through design reviews.

2. Quality Tests: Tests to verfy whether an item conforms to specified require-
ments. Quality tests include incoming inspections, as well as qualification tests,
production tests, and acceptance tests. They also cover reliability, maintain-
ability, and safety aspects. To be cost effective, quality tests must be
coordinated and integrated into a test and screening strategy.

3. Quality Control During Production: Control/monitoring of the production

" processes and procedures in order to reach a stated quality of manufacturing.

4' Quality Data Reporting System: A system to collect, analyze, and correct all

" defects and failures (faults) occuiring during the production and test of an item,

* as well as to evaluate and feedback the corresponding quality and reliability data.
Such a system is generally computer assisted. Awnalysis of failures and defects
must be traced to the cause in order to determine the best corrective actions
necessary to avoid repetition of the same problem. Ideally, a quality data
reporting system should remain active during the operating phase (Fig. 1.8 and
Tables 1.2 and 1.3).

The configuration management of an item extends from the definition phase until
the installation in the field, with emphasis on fechnical documenzation, design re-
views, production documentation, and customer documeniation (Appendices A3 and
Ad4). Quality tests are emphasized in the prototype qualification and production
tests (Chapters 3, 7, and B8). The concept of a quality data reposting system is
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shown in Fig. 1.8 (see Appendix AS for basic requirements). To be effective, the
information supplied by a quality data reporting system must be correct/true,
presented on fime, and in a concise form. Table 1.3 shows {as an example) data
reporting sheets for populated printed circuit board’s {PCBs} evaluation.

1.6 Quality and Reliability Assurance Handbook

The quality and reliability assurance/management system must be described in an
appropriate handbook supported by the company management. The handbook
should describe the present system and indicate how tasks are performed. Such a
handbook is required in all guality assurance standards (Appendix A2). To fulfill
its aims it should

« clearly define responsibilities and competence,

s serve as a reference work,

+ be dynamic,

+ be issued as a result of teamwork between all affected areas in the company,
* jncrease customer confidence.

It is useful to subdivide the handbook into three parts: Genergl Guidelines and
Procedures (can be given to the customer), Detailed Guidelines and Procedures
(should be accessible to the customer for informative purposes only), and
Motivation and Training.

The quality and reliability assurance/management system with its associated
handbook must he tailored to the complexity and requirements of the item being
developed or produced. The following is an example for the table of contents of the
first part of a quality and reliability assurance handbook for a company producing
complex equipment and systems with high reliability, mainiainability, availability,
and safety requirements:

1. General
* Quality policy
+ Company organization
+ Organizational responsibility diagram
2. Project Organization
3, Quality and Reliability Assurance Program
« Preparation and relcase
+ Development phase
» Production phase
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4. Reliability Engineering
* Design guidelines
* Selection and qualification of components and materials
* Failure rate handbook
*» Reliability models, reliability calculations
» Fault modes, effects, and criticality analysis
* Reliability testing
+ Screening strategies
¢ Failure analysis, corrective actions
5. Maintainability Engineering
* Design guidelines
* Maintenance concept
* Maintainability tests
* Logistical support

6. Safety Engineering
* Accident prevention
* Design guidelines
» Safety analysis
= Safety tests
7. Quality Assurance/Management
= Configuration management
* Quality tests
* Quality control during production
= Quality data reporting system
* Software quality assurance

1.7 Motivation and Training

Cost effective quality and reliability assurance can only be achieved if every
engineer involved in a project is responsible for hisfher assigned activities,
conforming to TQM and depicted in Table A3.2. To do this, an appropriate,
practice oriented, motivation and training program can be necessary. Figure 1.9
shows a motivation and training concept for quality and reliability assurance in a
cm.npany dealing with complex equipment and systems with high quality and
reliability requirements. The courses are aimed at company management, project

. management, and engineering level.
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Basic training

Tide: Quality Management and
Reliability Engineering

Aim: Introduction to tasks, methods, and
organization of the company's quality
and reliability assurance

Participants: Top and middle management, project
managers, selected engineers

Duration: 4 h (seminar with discussion)

Documentation: ca. 30 pp.

Figure 1.9 Example for a training and motivation concept in a company producing complex

Advanced training Advanced training
Title: Methods of Reliability Tatle: Reliability Engineering
Engineering Aim: !.ear{!lrlljg'llhc techniques used
o . . in reliabilty engineening,
Aim: Il_j?;g;ﬁg g:*.?sur;]:::ggds used in {applications oriented and
Participants: Project Y . company specific)
clpants: JECt MANAZETs, ENFINCErs Participants: Design engineers, Q&R
fr?mwm;rkel}ngef; F;gd“mon‘ specialists, setected engineers
zi\?glo "‘“g‘t“ m from marketing and production
| Duration: 8h (Scml[. nar with discussion) Duration: 24 h (course with exercices)
D I'“_: ca. 40 pp. Document.:  ca. 130 pp.
Special training
Title: Special Topics*
*EKWPIESZ Statistical Quality Control, Aim: Learning special tools and
Test zmd Screening Smpgqu, Software techniques
%ﬁﬁ’ég&st}a{b‘[gy' Rﬂlli:t‘sl;};fezn‘sd Fault. | PAMicipants: Q&R specia]}stségrodu_ction
Tolerant Systems with Hardware and L engineers, selec ) engineers
Software, Mechanical Reliability, Failure | Duration: 410 16 h per topic
Mechanisms and Failure Analysis, etc, | Document.. 20 to 40 pp. per topic

equipment and systems with high quality (Q} and reliability (R} requirements

2 Reliability Analysis
During the Design Phase

Reliability analysis during the design and development phase is important to
detect and eliminate reliability weaknesses as early as possible and to perform
comparative studies with respect to reliability. Such an analysis includes failure
rate and failure mode investigations, verification that design guidelines for
reliability have been considered, and cooperation in design reviews. This chapter
presents methods and tools for the failure rate and failure mode analysis of complex
¢lectronic and electromechanical equipment and systems. Design guidelines for
reliability, maintainability, and software quality are given in Chapter 5. Design
reviews are discussed in Appendices A3 and A4. Reliability tests are considered in
Chapters 3, 7, and 8. Afier a short introduction (Section 2.1}, Section 2.2 deals with
series/parallel structures. Complex structures, elements with more than one failure
mode, and parallel models with load sharing (e. g. for standby redundancy) are
considered in Section 2.3. Reliability allocation is introduced in Section 2.4,
Stress/strength and drift analyses are discussed in Section 2.5. Section 2.6 deals
with failure mode analyses and Section 2.7 gives a list of questions for reliability
aspects in design reviews. Computer aided analysis is considered in Section 6.8.2.
Theoretical foundations for this chapter are given in Appendix A6,

2.1 Introduction

An important part of the reliability analysis during the design and development of
complex equipment and systems deals with failure rate and failure mode
imvestigations as well as with the verification of the adherence to appropriate design
guidelines for reliability. Failure mode analyses are discussed in Section 2.6, and
design puidelines are given in Sections 3.1 to 5.3 for reliability, maintainability,
and software quality. Sections 2.2 to 2.5 are devoted to failure rate analyses.
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Investigating the failure rate of a complex item (equipment or sysiem) leads (o the
caleulation of the predicted reliability, i.e. that reliability which can be computed
from the structure of the item under consideration and the reliability of its elements.
Such a prediction is necessary for an early detection of reliability weaknesses, for
comparative studies, for the investigation of the reliability and availakbility (taking
care of maintainability and logistical support), as well as for the definition of
quantitative reliability targets for subcontractors. However, because of different
kind of uncertainties, the predicted reliability can often be only given with a limited
precision. To these uncertainties belong

« simplifications in the mathematical modeling (independent elements, complete
and sudden failures, no mistakes during design and manufacturing, no damages),

» insufficient consideration of faults caused by internal or external interference
{switching, transients, EMC, etc.},

« inaccuracies in the data used for the computation of the component failure rates.

On the other hand, the frue religbility of an item can only be determined by
reliability tests, often performed at the qualification of the prototypes. Experience
also shows that with an experienced reliability engineer, the predicted failure rate at
equipment or system level often agree reasonably well (within a factor 2) with field
data. Moreover, relative values obtained by comparative studies generally have a
much greater accuracy than absolute values. All these reasons support the efforts
for a reliability prediction during the design of equipment and systems with
specified reliability targets.

Besides theoretical considerations, discussed in the following sections,
practical aspects have to be considered when designing reliable equipment or
systems, for instance with respect to operating conditions and to the mutual
influence between elements (input/output, load sharing, effects of failures,
transients, etc.). Concrete possibilities for reliability improvement are

= reduction of thermal, electrical, and mechanical stresses,
* correct interfacing of components and materials,

» simplification of design and construction,

* use of qualitatively better components and materials,

» protection against ESD and EMC,

* screening of critical components and assembiies,

* use of redundancy,

in that order. Design guidelines (Chapter 5) and design reviews (Appendices A3.3
and Ad, Tables 2.8 and 4.3) are mandatory to support such improvements. This
chapter deals with nonrepairable (up to system failure) equipment and systems.
Reliability and availability of repairable equipment and systems is considered in
depth in Chaper 6.
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+ Set up the reliability block diagram
(RDB), by performing an FMEA

where rf.ﬁdundancy appears Eliminate relizbility weaknesses
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+ Compute the failure rate &; of each + derating

component . ;
» Compute R(7) at the assembly level . ::drzin;:scy

» Check the fulfillment of reliability
design rules L

» Perform a preliminary design review

Reliability
goals achieved?

no

yes

Go to the next assembly and then
to equipment or system level

Figure 2.1 Reliability analysis procedure at assembly levei

Taking into account the above remarks, Fig. 2.1 shows the reliability analysis
procedure for an assembly as a flow chart. Also included are a failure mode
analysis (FMEA/FMECA as described in Section 2.6) to check the validity of the
assnmed failure modes, and a verification of the fulfiliment of design guidelines for
reliability (Section 5.1) in a prelimingry design review (Appendix A3.2.5).
Verification of the assumed failure mode is essential where redundancy appears, in
particular because of the series element in the reliability block diagram, see Figs. 2.3
and 2.9, as well as Figs. 6.17 and 6.18, for a comparison. To simplify the notation,
reliability will be used instead of predicted reliability and system will be used for
technical system, i.e. for a system with ideal human factors and logistical support.
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2.2 Predicted Reliability of Equipment and
Systems with Simple Structures

Simple structures are those for which a reliability block diagram exists and can be
reduced to a series/parallel form with independent elements. For such an item, the
predicied reliability is calculated according to the following procedure, see Fig. 2.1:

. Definition of the required function and of its associated missien profile.

. Derivation of the corresponding reliability block diagram (RBD).

. Determination of the operating conditions of each element of the RBD.

. Determination of the failure rate for each element of the RBD.

. Computation of the reliability for each element of the RBD.

. Computation of the item (system} reliability function Rg(z}.

. Elimination of reliability weaknesses and return to step 1 or 2, as necessary.

SETY- NET ST SR

This section discusses at some length steps 1 to 6, see Example 2.6 for the
application to a simple, practice oriented, situation.

2.2.1 Required Function

The required function specifies the item's task. Its definition is the starting point for
any analysis, as it defines failures, For practical purposes, parameters should be
defined with tolerances and not merely as fixed values.

In addition to the required function, global environmental conditions at system
level must also be defined. Among these, ambient temperatare (e.g. +40°C), storage
temperature (e.g. —20 to +60°C), humidity (e.g. 40 10 60%), dust, corrosive
atmosphere, vibration (e.g. 0.5g,, at 2 to 60Hz), shock, noise (e.g. 40 to 70dB),
and power supply voltage variations (e.g. £20%). From these global environmental
conditions, the constructive characteristics of the system, and the internal loads,
operating conditions (acal stresses) of every element of the system can be
determined (step 3 of the above procedure}.

Required function and environmental conditions are often time dependent, lead-
ing to the mission profile. A representative mission profile and the corresponding
reliability targets should be defined in the system specifications (initially as a rough
description and then refined step by step).

2.2.2 Reliability Block Diagram

The reliability block diagram (RBD) is an event diagram. It answers the following

2.2 Predicted Reliability of Equipment and Systems with Simple Structures )

System

Equipment : E E |

Assembly

Figure 2.2 Procedure for setting up the reliabitity block diagram (RBD) of a system with four levels

question: Which elements of the item under consideration are necessary for the
Sulfiliment of the required function and which can fail without affecting it? Selting
up an RBD involves first parritioning the item into elements with clearly defined
tasks. The elements which are necessary for the required function are then
connecied in series, while elements which can fail with no effect on the required
function (redundancy) are connected in parallel. Obviously, the ordering of the
series elements is arbitrary. Elements which are not relevant (used) for the required
function under consideration are removed (and put into a reference list), after
having verified (FMEA) that their failure does not affect elements involved in the
required function. These considerations make it clear that for a given sysiem, each
required function has its reliability block diagram.

In setting up the reliability block diagram, care must be taken regarding the fact
that only two states (good or failed) and one failure mode (e.g., opens or shoris) can
be considered for each element. Particular attention must also be paid to the correct
identification of the parts which appear in series with a redundancy (Section 6.9).
For large equipment or systems the reliability block diagram is derived top down as
indicated in Fig. 2.2 (for 4 levels as an example). At each level, the corresponding
required function is derived from the one at the next higher level.

The technique of setting up reliability block diagrams is shown in the Examples
2.1 to 2.3 (see also Examples 2.5, 2.6, 2.14, and 2.15). One recognizes easily that a
reliability block diagram differs basically from a functional block diagram.
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Examples 2.2 and 2.3 also show that one or more elements can appear more than
once in a reliability block diagram, while the corresponding element is physically
present only once in the item considered. To point out the streng dependence
created by this fact, it is helpful to use a4 box form other than a square for these
elements {in Example 2.2, when E; fails, the required function is fulfilled enly if
E|. E;, and Es work), see also Tab. 2.1. To avoid confusion, each physically
different element of the itern should bear its own number.

Example 2.1
Set up the reliability block diagrams for the following circuils:

(1) Res. voltage divider (i) Electronic switch

(iii) Simplified radio receiver

Solution
Cases {i} and (iii) exhibit no redundancy, i.e. for the required function (tacitly assumed here) all
elements must work. In case {ii), transistors TR; and TR, are redundant if their failure mode is a
short between emitter and collector (the failure mode for resisters is generally an open). From
these considerations, the reliability block diagrams follows as

(i} Resistive voltage divider

{if) Electronic switch

[EHEHBHEHBHEHAHA~ -

{lii) Simplified radio receiver

Example 2,2

An item is used for two different missions with the corresponding reliability block diagrams
given in the figures below. Give the reliability block diagram for the case in which both
functions are simultanecusly reguired in a cornmon mission,

Mission 1

Solution

The simultaneous fulfillment of both required functions

leads to the series connection of both reliability block
dingrams (event diagram). Simplification is possible for
clement Ey (e mey = ¢, sec the nottion used for Eq.

(2.14)) but not for ¢lement E,.
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Tabte 2.1 Basic reliability block diagrams and associated reliability functions (nonrepairable until
system failure, independem elements (except £; in 9), active redundancy;, examples 7 10 @ are
complex structures and can not be reduced to a series/paralle] siructure with independent elements)

Reliability Block Diagram

Reliability Function
(Rg=Rg(1), B =R(1))

Remarks

One-item structure, for

Re=R;
5T Mi=A= Ry =e ™7
” Series structure
RS=1-.{lRi AgD=Ay(D) # ... + Ay (1)
=

RS iRl +R2 - R1R2

1-cut-of-2 redundancy,
R)=Ry(n=e M=
Ry() =241 —g~2h2

R=.=R, =R k-out-of-n redundancy,
nimy . . =
RS=E[.)R‘U—R)"_' fork=1= i
Pty | Rg=1-(1-R)
RS =(R1R2R3 +R4 RS .
~ R, Ry Ry Ry Ro)Rg Ry Series fparallel structure
Majority redundancy

Rl :R2:R3=R
Rg=(3R2-2R%)R,

(general case {rn+1)-
out-of-(2n+ 17

Ry=Rs(R + Ry - Ry Ry)
(Ry+ Ry — Ry Ry)+(1-Rs)
(R1R3+R2R4'—Rl R2 RB R4]

Bridge structure
(bidirectional on Eg})

Ry =Ry [Ry + Ry (Ry + B5 — By Rs)
_Rl R‘z (R3+R5—R3 Rsn
+{1-R4)R Ry

Bridge structure
(unidirectional on E¢}

Ry =Ry By (Ry + Rs — Ry Rs)
+ (I—Rg)ﬂl R3 Rs

The element E; appears
twice in the reliability
block diagram
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Example 2.3

Set up the reliability block diagram for the electronic
circuit shown on the right. The required function asks for
operation of Py (main assembly) and of F or By (control
cards).

Solution
This example is not as trivial as Examples 2.1 and 2.2. A good way to derive the reliability block
diagram is to consider the mission * A or B must work” and " P must work” separasely, and
then to put both missions together as in Example 2.2,

The typical structures of reliability block diagrams are summarized in Table 2.1.
Also given in Table 2.1 are the associated reliability functions for the case of
nonrepairable elements (until system failure) with active (parallel) redundancy and
statistically independent elements (Sections 2.2.5, 2.2.6, 2.3.1).

Fable 2.2 Parameters influencing the failure rate of electronic components

. g F

SIEINEAE g Ela
slal@lylz|E & ERE-d I
HHHHHBHEREHRHE
e HHEHH H R
HHHEIBEHEHEHEEHEE
Digital and Jinear ICs D X Xlx|x x[xix
Hybrid circuits D|D|D|D x| x|x]x{x|x E|lx|x
Bipolar transistors D|D k|lxjx{x|[x|x|x|x}jx[x
FETs D|D XX x| x|z x|x|x
Dicdes D X x x| a x| lxlx
Thyristors D XX X tfxlx]x]|x
Optoel ic COMPX D xix x| x|x xpxlx
Resistors D D x x| x|x
Capacitors D b X x |x1x|x
Cails, transformers D x| x x X|x|x
Relays, swiiches D x| = xlx X |x x| x]x
Connectors D X x x|x|xlx[x|xix

D denotes dominant, X denoles impaortant
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=8, [°C]

40 80 120 160

Figure 2,3 Load capability and typical derating curve {(dashed) for a bipolar Si-transistor as
function of the ambient temperature 6,4 (P = dissipated power, Py = rated power}

2.2.3 Operating Conditions at Component Level, Stress Factors

The operating conditions of each element in the reliability block diagram influence
the itemn’s reliability and have to be considered. These operating conditions are
function of the environmental conditions (Section 3.1.1) and internal loads, in
operating and dormant state. Table 2.2 gives the parameters relevant to the
determination of electronic component failure rates.

A basic assumption is that components are in no way oversiressed. In this
context it is important to comsider that the lfoad capability of many electronic
components decreases with increasing ambient temperature. This in particular for
power, but also for voltage and current, as shown in Fig. 2.3 for the power
dissipation P as a function of the ambient temperature 9 4 for a bipolar Si transistor
(under the assumption of a constant thermal resistance Rjq). The continuous line
represents the {oad capability. To the right of the break point the junction
temperature is nearly equal to 175°C (max. specified operating temperature). The
dashed line gives a typical derating curve for such a device. Derating is the
intentional nonutilization of the full load capability of a component with the pur-
pose to reduce its failure rate. The stress factor (stress ratio, stress) S is defined as

applied load

= (2.1}
rated load at 40°C

To give an idea, Figs. 2.4 to 2.6 show the influence of the temperature (ambient 9 4,
case O¢, or junction O;) and of the stress factor S on the failure rate of some
electronic components (from IEC 61709 [2.24] as an example). Experience shows

“that for a good design and 0,4 £40°C one should have 0.1<5 < 0.6 for power,

voltage, and current, S < 0.8 for fan-out, and §<0.7 for U/, of lin, ICs (Table 5.1).
§ < 0.1 should also be avoided.
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Figure 2.4 Factor 74 as function of the case temperature 9 for capacitors and resistors, and
factar gy as function of the voltage stress for capacitors  (examples from JEC 61709 [2.24])
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Figure 2.5 Factor #y as function of the junction temperature & (left, half log for semiconductors
and right, linear for semiconductors, resistors, and coils) and factor %y as function of the power
supply voltage for semiconductors  (examples from JEC 61709 [2.24))
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Figure 2.6 Factor 7ty as function of the junction temperature 8; and factors ®y and m; as
function of voltage and current stress for optoclectronic devices  (examples from IEC 61709 [2.24])

2.2.4 Failure Rate of Electronic Components

The failure rate A(t) of an item is the probability (referred to 8r) of a failuse in the
interval (r; 7 + &) given that the item was new at # =0 and did not fail in the inter-
val (0, t]. For a large population of staristically identical, independent items, A(f)
exhibits three successive phases: one of early failures, one with constant (or nearly
$0) failure rate and one involving failures due to wearour. Early failures should be
eliminated through screening (Chapter 8).  Wearout failures can be expected for
same few electronic components (electrolytic capacitors, power and optoelectronic
Hevices, ULSI-ICs) as well as for mechanical and electromechanical components.
They must be considered on a case-by-case basis by setting up a preventive
maintenance strategy.

To simplify computations, reliability prediction is often performed by assuming
& constant (time independent) failure rate during the wseful life

Ay= M.

This approximation greatly simplify computations, since a constant failure rate leads
to a flow of failures described by a Poisson process, i.e. to a process with a
memoryless property (Bgs. (A6.87) and (A7.41)). The failure vate of components
can be assessed experimentally by accelerated reliability tests or from field data
Eif operaling conditions are known) with appropriate statistical data analysis
Sections 7.2.2 and 7.4). For established electronic/electromechanical components,
appropriate figures/models are given in failure rate/models handbooks [2.21 to
229]. Among these are Bellcore TR-332 (1997) [2.22], CNET RDF 93 [2.23), [EC
61709 (1996) [2.24], and MIL-HDBK-217 F (Not.2, 1995) [2.26]. New or announced
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Table 2.3 Indicative figures for environmental conditions and for the corresponding environmental
factor (7 g) according to MIL-HDBK-217 F and CNET RDF 93

Stress {indicative values) g factor
Environment Vibrations | Fog | Dust |RH (%) Mech.shocks (| ICs [ DS | R C
G 2-200Hz 40, =5g,/22ms| .«

(Grondbenign) | <01g | ' {1 | 70 " b
G 2-200Hz 5| <20,/ 6ms | 25| 25
(Gml.mé: fixed) 1g, m | m 100 " 25 (25 Y
G 2-500Hz 5 30g,/11ms ww! 33| 35
(Ground mobile) 3l ™ | ™ | -100{w100g / 6ms| O | 5 | 9| -o
Ns 2-200Hz 1 1 5 IOgnflims 4 4t¢ 4 4
{Nav. sheltered) 2 -100] 0w3g,/ 6ms -7l -7
N 2-200Hz 0] 10g, /11ms w] T 7
(Nav. unsheltered) se (D1 ™| 100l wsogi2sms| 1% {-12]-12

C =capacitors, DS = discrete semiconductors, RH = relative humidity, R =resistars, h=high,
m=medium, 1=low, g, =10ms2, *05 in MIL HDBK-217 F

are CNET RDF 99 [2.23] and RAC (FRM) [2.28]. IEC 61709 gives the laws of
dependency of the failure rate on the different stresses (lemperature, voltage, etc.)
and must be supported by a set of reference failure rates Ay, valid for a standard
environment (40°C ambient temperature 8,4, Gy as per Table 2.3, and steady-state
conditions in the field). The time should be ripe for international agreements on
failure rate figures/models for reliability predictions at equipment and system level,
see [1.2 (1996)] and the discussion on p. 40. JEEE Std 1413 [2.25] has been issued
tecently to identify required elements for a credible reliability prediction.

Failure rates are often taken from one of the above handbooks (or from one's
own field experience) for the calculation of the predicted reliability. The models in
these handbooks have a simple structure, of the form

A=AgrrngRona (2.2
for discrete components and

A=y (G +Cyng) (2.3)
for ICs. The models given in IEC 61709 are further simplified, basically to

A= hppf T Ry A7, 24

by taking np=mp =1, because of the assumed standard (industrial) environment
(Gg in Table 2.3} and standard quality level (CECC qualification in Table 2.4).
Indicative figures for the factors 7y and 7y are given in Tables 2.3 and 2.4.

The value of A lies between about 10-10h-1 for passive components and
10-7 h-! for VLSI ICs (see Table 3.2 and Example 2.4). The unit 10-9 h-! is often
designated by FIT (failures in time).
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Table 2.4  Indicative figures for the quality factor (ng) according to CNET RDF 93

Qualification ( o1 Evaluation (ﬂm }
Reinforced | CECC® | nospecial | with without
Monolithe IC's 07 10 1.3 1.0 1.3
Hybrid ICs 0.2 1.0 1.5 1.0 1.5
Discrete Semiconductors 0.2 1.0 20 10 20
Resistors 0.1 1.0 20 1.0 2.0
Capacitors 131 1.0 20 1.0 2.0

* correspond approximately to MIL-FDBK-2i7 F classes B-1, JANTY, M

In general, Ag and A, increase exponentially with temperature. Figures 2.4 to
2.6 show this for some components (examples from IEC 61709 [2.24}). In addition,
the influence of the stress factor § is illustrated by the factors nty; and ;. For the
factor Ty as a function of the junction temperature 07, an Arrhenius Model is often
used as an approximation. In the case of only one dominant failure mechanism,
Eq. (7.56) gives the ratio of the 7ty factors at two temperatures 73 and 1§

n Bl 1,
e i
T3

where A is the acceleration facior, k the Boltzmann's constant (8.6- 10-3eV/K),
T the junction temperature (in Kelvin degrees), and E, the activation energy in eV.
As in Figs. 2.4 to 2.6, experience shows that activation energies often lie between
0.3eV and 0.7eV for Si devices. The design guideline 6; <100°C, if possible
0; <80°C, given in Section 5.1 for semiconductor devices is based on this

. comsideration. The models in JEC 61709 assumes for %tz two dominant failure
- mechanisms with activation energies E, and £, (about 0.3eV for E, and

0.7eV for E, ). The comesponding equation for %7 in this case takes the form

Aetfa +(1- A)e*F
Aett Fa 4 (1— A)yeonr Ear ’

np = 2.5)

where 0< A<1 is a constant, z=(1/T,,r -1/ )/ k, and Zyef = (U Ty —LIT1 )}k
with T,r = 313K (40°C).

Assuming g =17 =1, failure rate computations lead to figures which for
industrial applications agree often reasonably well with field data. This holds at the
equipment and system level, although deviations up to a factor 10 can occur at the
component level, depending on the failure rate catalog used (Example 2.4).
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Discussions over comparison with obsolete data should be dropped, and it would
seem to be opportune at this time to unify models and data. Thereby, international
standards should be limited to the laws for dominant failure mechanisms, failure
rate models should cover basically only intrinsic failures, simple models should
be available for predictions in practice, models based on failure mechanisms
should be developed as a basis for the simplified models (taking into account
important production parameters), and the assumption of A=0 (or A<10-%h71)
should be confined to components with established manufacturing processes
and possessing a reserve with respect to the technological limits, see also the
remark at the end of Section 7.4.

Example 2.4

For indicative purpose, the following table gives the failure rate of some electronic components
computed according to different data bases for 8, = 40°C, by =50°C, §=035, Gg, and o
for CECC certified or B-1, JANTX, and P devices (& in 107941}, Experimental data for
memoties [3.2 (1993), 3.7] agree well with the lowest values given below.

MIL-HDBK-2I7F  RDF93  SN29500  dppr-

4M DRAM 37 61 34 30
IM SRAM 103 838 56 50
1M EPROM 2 54 101 30
80486 uP 5009+ 150 48 100
EM741 op amp 24 23 9 - 10
Dig. CMOS, 30,000gates, 40 pins (ASIC} 1442% 34 59 20
100 mA GP diode 2 2 2 - 2
LED 5.5 2 2 2
1W bip. transistor 0.5 3 3.5 2
I'W MOSFET bx 4 27 z
LnF ceramic capacitor (125°C, class 2) 1.5 2 2 1
1YF foil capacitor 3 2 1 1
100 uF Ta solid capacitor (125°C, <040/ V) 2 13 2 5
100 uF Al wet capacitor {125°C) 18 10 4 10
100 KL metal film resistor 0.5 0.3 0.1 02
50 k€2 cermet potentiometer 41 16 a0 10

*a ref 18 e failure rate assumed here as a possible reference for computations according to FEC 61709 [2.24]
** gbviously 100 high
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2.2.5 Reliability of One-Item Structures

A one-item (nomrepairable) structure is characterized by the distribution function
F(r) = Pr{t <t} of its failure-free operating time 1. Its reliability function R(2), i.e.
the probability of no failure in the interval (0, ¢], is given by (Eq. (A6.26))

R(#} = Pr{no failure in (0, r}} = Pr{t > 1} =1 - F(r). (2.6)

R(0) =1 is often tacitly assumed. The expected value (mean) of the failure-free
operating time 7, designated as MTT¥ (mean time to failure), can be computed from
Eq. (A6.38) as

MTTF = E[1] = fR(:)dr. ek}
(1]

Equation (2.7) is an important relationship. It is valid not only for a one-item
structure, but it also holds for an item of arbitrary complexity. Rg(r} and MTTF;
will be used to emphasize this point (the index § stands for system and designates
the highest integration level considered)

MTTFs = [Ry(de. (2.8)
0

Furthermore, Eq. (2.7) can also be used for repairable ilems. Assuming that a
failed itemn is replaced by a statistically equivalent one, a new failure-free operating
time T with the some distribution function as the former one is started after
réplacement, thus yielding the same expected value. With this, MTTF or MTTF;
defines the mean time to failure of a given item, independently of whether it is
repairable or not (Chapter 6}, The only implicit assumption is that after replacement
Or repair, the item is as-good-as-new. If this is not the case, i.e. for instance only
the failed element of the item has been replaced, a new MTTF has to be considered,
for example MTTF; in Table 6.2. Note also that only the failure-free operating

* time and not the time between consecutive failures (sum of a failure-free operating

time and a repair or replacement time) is considered.

" Should an item exhibit a usefil life limited to T;,ie R(£}=0 for r>T;, Eq.
(2.7) converts to

L}
MTTF, = [Rg(r)dr.
0

l_h the following, T}, = - and R{r) continuous will be tacitly assumed.
Por a one-item structure, the failure rate A(¢), as per Eq. {A6.27), is given by

_dR@)/ds

1
l = ]' —Pr = 8 =
® 8:% % [ttt +8| T>1) )
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For R(0) =1 it follows that

i
~[Mx)dx
R{t}=¢ 9 . (2.9)
from which
R(f)=e~Mt (2.10)

for the special case of A{f)=A. The mean time to failure is in this case equal to
1/A and it is common usage to define

—1—=MTBF. 2.11)
A
where MTBF stands for mean operating time between failures (formerly mean time
between failures).

As shown in Eq. (2.9), the reliability function of a one-item structure is com-
pletely determined by the failure rate A(t). In the case of electronic components,
A(ty=A can be often assumed. The failure-free operating time then exhibits an
exponential distribution (Eq. (A6.81)). For a nonconstant failure rate, the distrib-
wtion function of the failure-free operating time can often be approximated by the
weighted sum of a Gamma distribution (Eq. (A6.97)} with B<1 and a shifted
Weibull distribution (Eg. (A6.96)) with B> 1 (Example 7.16).

Equations (2.9) and (2.10) assume that the one-item structure is new at time
t=0. Also of interest in some applications is the probability of failure free
operation during an interval (0, f] under the condition that the item has already
operated without failure for xg time units before r=0.. This quantity is a
condilional probability designated by R(#,xg) and given as per Eq. (A6.29) by

lixo
- [Mx)ax
Retx) _, s : 2.12)
Rixg)

For A(x) = A, Eq. (2.12) reduces to Eq. (2.10). This memoryless property occurs
only with constant failure rate. Its use will simplify calculations in the next sections
and in Chapter 6.

Rit,xg)=Pr{t>t+xp| t>x} =

2.2.6 Reliability of Series-Parallel Structures

Calculation of the reliability of equipment or systems can often be performed using
the basic models of Table 2.1. The one-item structure was introduced in Section
2.2.5. Series, parallel, and series/paralle] structures are considered in this Section
(the last three models of Table 2.1 follow then in Section 2.3).
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2.2.6.1 Items without Redundancy

From a reliability point of view, an itemn has no redundancy (and constitutes a seres
model) if all elements must work in order to fulfill the required function. The
reliability block diagram consists of the series connection of all elements { E} to £,)
of the item (Table 2.1). For calculation purposes it is often assumed that each
element operates or fails independently from every other element. This assumpticn
is often satisfied, at least until the first failure (system failure because of the series
siructure}. For the calculation, let e; be the event

e; = element E; works without failure in the interval (0, ¢},
The probability of this event is the rehiability function R;(¢) of the element E;, i.e.
Prie;} = Pr{1; > ¢} = R;(8). (2.13)

The item as a whole does not fail in the interval (0, £} only when all elements,
E. ..., E, do not fail in that interval, thus

Rs(n)=Priegn...neyh (2.14)

Here and in the following, the index S stands for system (technical system) and
refers to the highest integration level of the considered item. Dwue to the assumed
independence among the elements K, ..., E, and thus among the events ¢, ..., €, it
follows (Eq. (A6.9)) that for the reliability funciion Rg(r)

Rs(n) =[Ri(). 2.15)

i=1

The failure rate of the itemn is then given, considering Eq. (2.9), by

hg(e) =Y Aqlt). (2.16)

i=1
Bquation (2.16) leads to the following important conclusion:

The failure rate of an item {(equipment or system) without redundancy that
consists of independent elements is equal to the sum of the failure rates of its
elements.

The item's mean time to failure follows from Eq. (2.8). The special case in which
all elements have a constant failure rate &;(ty=X; leads to

n
Rs@)=e ™%, Ag=hg=Fhy %=MTBFS. @217

i=1 s
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2.2.6.2 Concept of Redundancy

High reliability, availability, and/or safety at equipment or system level can often
only be reached with the help of redundancy. Redundancy is the existence of more
than one means for performing a required function in an item. Redundancy does not
just imply a duplication of hardware because it can also often be implemented by
coding, at the software level, or in another form. However, (o avoid common mode
failures, redundant elements should be realized (designed and produced)
independently from each other. Irrespective of the failure mode (e.g. shorts or
opens), redundancy still appears in parailel on the reliability block diagram. In
setting up the reliability block diagram, particular attention must be paid to the
element which must be put in series to a redundancy, an FMEA is often necessary
for such a decision. Should the redundant elements fulfill only a part of the required
function a pseudo redundancy exist. From the operating point of view, one distin-
guishes between active, warm, and standby redundancy:

1. Active Redundancy (parallel, hot): Redundant (reserve) elements are subjected
from the beginning to the same load as operating elements, load sharing is
possible {Section 2.3.5); failure rate in the reserve state is the same as in the
operating state.

2. Warm Redundancy (lightly loaded): Redundant elements are subjected to a
lower load until one of the operating element fails, load sharing is also possible
(Section 2.3.5); failure rate in the reserve state is lower than in the operating
state.,

3. Standby Redundancy (cold, nonloaded): Redundant elements are subjected to zo
load until one of the operating element fails, no foad sharing is possible; failure
rate in the reserve state is assumed 10 be zero.

Important redundant structures with independent elements in active redundancy are
investigated in Sections 2.2.6.3 to 2.3.4. Analysis of warm and standby redundancy,
as well as cases in which the failure of an element has an influence on the failure
rate of other elements (load sharing for example) are given in Section 2.3.5 and
Chapter 6 (results for a repair rate = 0).

2.2.6.3 Parallel Models

A parallel model consists of n (often statistically identical) elements in active
redundancy, of which k are necessary to perform the required function and the
remaining n—k are in reserve. Such a structure is designated as a k-cut-of-n
redundancy, also known as k-out-of-n: G.

Let us consider first the case of an active I-out-of-2 redundancy as given in
Table 2.1 (third line). The required function is fulfilled if at least one of the
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elements E; or E; works without failure in the interval (0,f]. With the same

notation as for Eq. (2.14) it follows that
Rs(;‘)=PT{E]UEz}:Pr{€1}+Pr{€2]-'Pl"{elﬁez}. (2.18)

Assuming that the elements Ej and E; work or fail independently of each other, Eq.
(2.18) yields for the reliability function Rg(f), see Egs. (A6.13) and (A6.8),

Rg(6) = Prie,) + Pr{e;} - Pr(e;] Prles] = Ry(£}+ Ry (1) ~ Ry (DR, (1), (2.19)

The mean time to failure MTTF; can be computed from Eq. (2.8). The special case
of two identical elements with constant failure rate (Rj(#) = Ry {#) = e=A1) leads to

Rgl(r)=2e"At —g~2ht (2.20)
and
2 1 3
Mﬂ&.:i—a=§. 2.21)

Generalization to an active k-out-of-n redundancy with identical elements
(R} =... =R, (t) = R(t)) follows from the equation for the binomial distribution
(Eq. (A6.120)) by setting p = R(z)

L i .
Rs) = B[R wa-Rraoy™. 22
i=k
Rg(f) can be interpreted as the probability of observing at least & successes in #
Bernoulli trials with p=R(r). The mean time to failure MTTF; can be compure:
from Eq. (2.8). For k=1 and R(#)=e~*! it follows that

Re(r)=1-(1 —e M )n and MTTF; = %(1 + %4— i l}. 2.23)
n

The improvement in MTTFy shown by Egs. (2.21) and (2.23) becomes much greater
When repair without interruption of operation at system level is allowed, factor
Wi2) instead of 3/2 for an active 1-out-of-2 redundancy, where | =1/ MTTR is
the constant repair rate (Tables 6.6 and 6.8). However, as shown in Fig. 2.7, the
increase of the reliability function Rg() caused by redundancy is very impertant
for shart missions (t <<1/X), even in the nonrepairable case. Other comparisons
between series/parallel structures are given in Figs. 2.8 and 2.9 (Figs. 6.17 and 6.18
for the repairable case).

In addition to the k-out-of-n redundancy described by Eq. (2.22), attention has
been paid in the literature to cases in which the fulfillment of the required function
asks that not more than n —k consecutive elements fail. Such a structure, known as
gonsecutive k-gut-of-n system, is theoretically more reliable thar the corresponding
k-out-of-n redundancy. For a k-out-of-n consecutive system with # identical and
independent elements in active redundancy (each with reliability R) it holds that
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Figure 2.7 Reliability function for the one- -item structure (as reference) and for some active

redundancies which are nonrepairable until system failure (constant failure rates, identical elements,
1o load sharing, see Section 2.3.5 for load sharing)

Rg = Pr{no block with more than r — k consecutive failed elements}

n
= Y e(ni)R1(1-RY, (2.24)
i=0
with gin, )= (") for i<n—k, glaa)=0 for a2n-k+1 and glab)=
gla-L,B)y+gla-2,6-D+.. . +gla- —n+k-1b-n+k) otherwise [2.34, 2.33).
For example, z =5 and & =3 yields from Eq. (2.22)

Ry = R +5R1- B +10R*(1- B
and from Eq. (2.24)
Rs = B +5R4(1- B +10R° (1~ R + TR0 - R + R - R)™. (2.25)

Examples of consecutive k-out-of-n systems are conveying systems and relay
stations. However, for these kinds of application importance should be given to the
verification of the assumption that all elements are independent (common stresses,
external influences, load sharing).

2.2.6.4 Series/Parallel Structures

Series/paralle! structures can be investigated through successive use of the results
for series and parallel models. This is in particular true for nonrepairable items
with active redundancy and independent elements. To demonstrate the procedure,
let us consider Example 5 in Table 2.1:
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Ist s1ep: The series elements £y, E,, Ey are replaced by Fy, E4 and E5 by Ey,
and Eg and E; by Ejp, yielding

Rg(r) =Ri(DR(OR3(r)
with Re(®} =R4()Rs(n)
RIU(‘) = Rﬁ(I)R?(‘)-

2nd step: The 1-out-of-2 redundancy Eg and Eq is replaced by Ej;, giving
£ 2 with R“(I) =R8(f)+ Rg(!)—Rs(I)Rg(I)

3rd step: From steps 1 and 2, the reliability function of the item follows as
Ry =K Rig=(R By Ry + RyRs — R Ry Ry Ry Rs)Rg Ry (2.26)
with Rg=Rg(f) and B, =R;{r), i=1,..,7.
The mean time to failure can be computed from Eq. (2.8) with Rg(#) as per Eq.
{2.26). Should all elements have a constant failure rate (A to A7), then
Rg(t) = Pt R R W o L e P e o P PN T ¢ WE r P P Y WL W W P |

and
1 . 1
Al+l2+l3+:\6+17 X4+ls+lﬁ+l7
1
_Al+)t.2 +l3+l4+}.5 +16+l?-

MTTF =

.27

Under the assumptions of active redundancy, independent elements, no repair until
system failure, and constant failure rates, the reliability function Rg(f) of a system
with series/parallel structure is given by an algebraic sum of exponential functions.
The mean time to failure MTTF; follows then directly from the exponent terms of
Rg(r}, see Eqgs. (2.26) and {2.27) for an example.

The use of redundancy implies the introduction of a series element in the relia-
bility block diagram which takes into account the parts which are common to the
redundant elements, creales the redundancy (as in the case of majority redundancy,
see Example 2.53), or assumes a control and/or switching function. For a design
engineer it is important to evaluate the influence of the series element on the relia-
bility of the redundant structure. Figures 2.8 and 2.9 aflow such an evaluation to be
made for the case in which constant failure rates, independent elements, and active
r\edundancy can be assumed. In Fig, 2.8, a one-item structure (element E; with
fmlmc rate A)) is compared with a 1-out-of-2 redundancy with a series element
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Re (y=e2f MTTF, =
Sa * Sa 2
|

1

—(leMf_a ke —hyt  MTTF., = [
Rep(®)= e -e™ e, S bRy 2h 4l

.10‘2 10! 100

Ay

Figure 28 Comparison between the one-item structure and a L-out-of-2 active redundancy with
series element  (nonrepairable until system failure, independent elements, constant failure rates
Apand Az, Ay remains the same in both structures, equations according to Table 2.1; given on the
tight-hand side is MTTF;, / MITF, with MTTF;, from Fig. 2.9; scc Fig. 6.17 for the repairable case)
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Figure 2.9 Comparison between basic series/parallel structures (nonrepairable until gystem

failure, active redundancy, independent elements, constant failure rates Ajtody, Agand Ay remain
the same in both structures, equations according to Table 2.1; see Fig. 6.18 for the repairable case)
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(clement E; with failure rate Az). In Fig. 2.9, the 1.-out—of-2 redundafu:y \:vith a
series element E; is compared with the structure which would be obtained if a 1-
out-of-2 redundancy for element E with 2 series element Ej woul.d become
necessary, obviously for A3 <Ag <Aq (the limiting cases A; = A for Fig. 2.8 and
A =g =Aj for Fig. 2.9 have an indicative purpose o?ly). The three cases are
labeled a), b), and c), respectively. The upper part of .Flgs. 2.8 and 2.9 depict the
reliability functions and the lower part the ratios MTTFg, !M‘{TFSa anil1
MTTF;. ! MTTFg,, respectively. The comparison between case a) of Fig. 2.8 an
case ¢) of Fig. 2.9 given as MTTFg/MTTFg, on Fig. 2.8, sl_lows a rm.u:h lower
dependency on Ay /. From Figs. 2.8 and 2.9 following design guideline can be
derived:

The failure rate My of the series element in & nonrepairable (until system
failure) 1-out-of-2 active redundancy should not be larger eh‘an 10% of the
failure rate of the redundant elements A (the 10% rule applies also for the
case of Ay in Fig. 2.9). i.e.

10)\.3 Slz <0.17\.l. (2.28)

The investigation of the stractures given in Figs. 2.8 and 2..9 in the repairable case
(with u=1/MTTR as constant repair rate) leads in Section 6.6 to more sev.cre
conditions (A, £ 0.01, in general, and Ag < 0.0022, for w/Ap>300), see Figs.
6.17 and 6.18.

2.2.6.5 Majority Redundancy

Majority redundancy is a special case of a k-out-of-n redundancy, used primarily ﬁn
digital circuits. 2n+1 outpuis are fed to a v‘ote{- whuse output rcprcsen_ts tle
majority of its Zn+1 input signals. The investigation 15 based on the prevnou_s- ¥
described procedure for series/parallel structures, see for f:x:%mplej the case of n= 1f
{active redundancy 2-out-of-3 in series with the voter Ev? given in the sixth line o
Table 2.1. The majority redundancy realizes in a very simple way a fauh-rol_em{u
structure without the need for control or switching elements, the required fl:lncuon is
performed without interruption wntil a second failure occurs, the first falluref Willl
automatically be masked by the majority redundancy. The voter foF a majority
redundancy with n =1 consists of three two-input NANP and one thr_‘ee-mput NANI;
gate (per bit). An alarm circuif can be implemented with three two-input EXOR an
one three-input NAND gate, see Example 2.3.

Example 2.5 . '
Realize a majority redundancy for n =1 inclusive voter and alarm signa) at the first failure of 2

redundant element..
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Solution

Using the same notation as for Eq. (2.14),

the 2-out-of-3 active redundancy can be E
implemented by (e Nney}{e; Mez b Input 5
(e3 Meq). With this, the functional block

diagram per bit of the voter for a majority E
redundancy with n =1 is simply obtained

as the realization of the logic equation re- @ E Alagn
lated to the above expression. The alarm
cigcuit giving a logic 1 at the occurrence of E
the first failure is also easy to implement.

Output

Example 2,6

Compute the predicted reliability of the following cirenit, for which the required function asks
that the LED must light when the control voltage 1y is high and the environmental conditions
correspond ta Gy in Table 2.3, with ambient temperature 8 4 = 50°C inside the equipment and
30°C at the location of the LED, quality factar 15 =1 as per Table 2.4.

t, :01Vand4V

Vee © 5V

LED : 1V at20 mA, [, =100 mA
B 1500Q 12 W. MF

TR, : 5i,0.3W, 30V, B > 100, plastic
Rg : 1GKL, 1/2 W, MP

Solution
The soluticn is based on the procedure given in Fig 2.1

1. The transistor works as an electronic switch with fa = 20mA and [z = 0.33mA in the on
state (saturated), the off state is assured by w =0.1V, the required functiont can be fulfilled.

2. Since all elements are involved in the required function, the reliability block diagram consists
of the series the connection of the five items Fy to Es, where Eg represents the printed
circuit with soldering joints.

E ALED, Ey & Rp Eq &t R, B, &4 TR
E;APCBanfisoldg;jcvsints e !

3. The stress factor of each element can be easily determined from the circunit and the given rated
values. A stress factor 0.1 is assumed for all elements when the transistor is off. When the
transistor is on, the stress factor is 0.2 for the diode and about 0.1 or less for all other
clements. The ambient temperature is 30°C for the LED and 50°C for the remaining elements,

4. The failure rates of the individual elements is determined (approximately) with data from
Section 2.2.4 (Example 2.4, Figs. 2.4 to 2.6, Tables 2.3 to 2.4 with ng = mg=1) Thus,

LED  : A =i3-10°h"
Transistor ¢ Ay 3107 b
Resisior : A,=A,=03:10 1",
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when the transistor is on. For the printed circuit board and soldering joints, As = 1-1079h71
is assumed. The above values for A remait practically unchanged when the transistor is off
due to the low stress factors (the stress factor in the off state was set at 0.1).

5. Based on the results of Step 4, the reliability function of each element can be determined as
Ry(5)=ehe?

6. The reliability function Rg(t) for the whole circuit can now be computed. Equation (2.¥7)
yields Rgir) = e'5-9'm_9’ . For 10 years of continuous operation, for example, the predicted
rediability of the circuit is > (0.999.

7. Supplementary resus: Assume now, to discuss this example further, that the failure rate of
the transistor is too high (e.g. for safety reasons) and that no transistor of berter quality can be
obtained. Then, redundancy should be implemented for this element. Assuming the failure
mode for this transistor to be a shart between emitter and collector, the resulting circuit and
the corresponding reliability block diagram are

£, 0o E as in point 2
2Ry 2Ry B2 TRy TR,

Due to the very small stress factor, computation of the individval element failure rates yields the
same values as without redundancy. Thus, for the reliability function of the circuit one obtains
{assuming independent elements)

Ry(t)= e=3.210%¢ 2 £~3107% e-6-10‘9f}’

from which it follows that

Rg()=e32107°  for r<106h.
Circuit reliability is then practically no longer influenced by the transistor. This confirms the
discussion made with Fig. 2.7 for A <<1. If the failure mode of the wansistors were an open

between collector and emitter, both elements Ey and E7 would appear in series in the reliability
block diagram, redundancy would be a disadvantage in this case.

2.2.7 Part Count Method

In an early phase of a project, for logistical needs, or in some well defined simple
applications, a rough estimate of the predicted reliability is often required. For such
an analysis, it is assumed that the item under consideration is without redundancy
(scrics structure as in Section 2.2.6.1) and the compatation of the failure rate at
component level is made either using field data or by considering the technology,
environmental, and quality factor only. The procedure is known as part count
methad and differs basically from the parr stress method introduced in Section
2.2.4. Its advantage is the great simplicity, but its usefulness is often limited to
specific applications.

2.3 Reliability of Systems with Complex Structures 53

2.3 Reliability of Systems with Complex Structures

Complex structures arise in many applications, for example in telecommunications,
defense, and aerospace equipment and systems. In the context of this book, a
structure is complex when the reliability block diagram either cannot be reduced to a
series/parallel structure with independent elements or does not exist. A reliability
block diagram does not exist, for instance, if more than two states {good/failed) or
one failure mode (e.g. short or open) must be considered for an element. The
reduction of a reliability block diagram to a series/parallel structure with
independent elements is generally not possible with distsibuted (meshed) structures,
and when elements appear in the diagram more than once.

Analysis of complex structures can become difficult and time consuming.
However, methods are well developed should the reliability block diagram exist and
the item satisfy the following requirements:

1. Only active (parallel) redundancy is considered.

2. Some elements can appear more than once in the reliability block diagram, but
all different elements are independent.

3. Ow/off operations are either 100% reliable, or their effect has been considered in
the reliability block diagram according to the above restrictions.

Under these assumptions, analysis can be done using Boolean models. Important
special cases can also be investigated with simple heuristically-oriented methods.
Heuristic methods will be introduced in Sections 2.3.1 to 2.3.3, Boolean models in
Section 2.3.4, items with load sharing or warm redundancies in Section 2.3.5, and
elements with two failure modes in Section 2.3.6. Techniques based on stress/
strength analysis, for mechanical parts and drift failures, are discussed in Section
2.5. For a computer aided investigation of complex systems one can refer to
Section 6.8.2. Computer aided reliability analyses are discussed in Section 6.8.2.

2.3.1 Key Item Method
The key item method is based on the theorem of total probability (Eq. (A6.17)).
The event
the itern operates failure free in the interval (0, {]
or in a short form
system up in (0, 1)

can be split into the following two complementary events
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Element E; up in (0, £] M system up in(0, ]
and

Element E; fails in (0, t] ~ system up in(0, £].
From this it follows that, for the reliability function R g(1)

Rs(f) = R;(r) Prisystem up in (0.¢]| E; up in (0, 13}
+ (1 - R;(#)) Prisystern up in {0,7] L E; failed in (0, 1]}, (2.29)

Where R;(t) = Pr{E; up in (0, (]} = Prle;} as in Eq. {2.13). The element E; must be
chosen in such a way that a series/parallel structure is obtained for the reliability
block diagrams conditioned by the events (E; up in (0, #]} and {E; failed in (0, t]}.
Successive application of Eq. (2.29) is also possible (Examples 2.9 and 2.15).
Sections 2.3.1.1 and 2.3.1.2 present two typical situations.

2.3.1.1 Bridge Structures

The reliability block diagram of a bridge structure with a bidirectional connection is
shown in Fig. 2.10. Element Es can work with respect to the required function in
both directions, from E; via Es to Ey and from E, via Es to E3. Itis therefore in
a key position (key element).

This property is used to compute the reliability function by means of Eq. (2.29)
with E; = E5. For the conditional probabilities in Eq. (2.29), the corresponding
reliability block diagrams are derived from Fig. 2.10.

Eg did not fail in (0, 1] Es failed in (0, 1]

From Eq. (2.29), it follows that

Rg=Ry(Ri+Ry— R Ry }(Ry+ Ry—Ry Ry H(1-RsH R Ry + Ry Ry—R Ry Ry Rg). (2.30)

Figure 2.10 Reliability block diagram of a bridge circuit
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The same considerations apply to the bridge structure with a directed connection
(here, i must be different from 5 and E; = E4 has been used in Table 2.1).

Example 2.7

Calculate the reliability of the iterr according to case a) below. How much would the reliability
be improved if the structure were be modified according to case b)? (Assumptions: nonrepairable
until system failure, active redundancy, independent elements, Rg(8) =Rgp (=Rgp ()=
R;{() and Rgo () =R po £} = Ry (1}).

Case b)

Solution

Element Ep is in a key position in case a}. Thus, similarly to Eq. (2.30}, one obtains
Ry =R(2 Ry - RE)+ (- R)2 R Ry — RIRE) with R, =R, (), R =R(®) and Ry =Ry(1).
Case b) represents a series connection of a 1-out-of-3 redundancy with a 1-out-of-2 reduadancy.
From Sections 2.2.6.3 and 2.2.6.4 it follows that R, = RRy (3-3R + Rlz)(Q - Ry), with
Ry =Ry (), R =R,(2) and Ry = Ro(r). From this,

Ry =R, =2R Ry (1-R)(1- R, a3

The difference Ry — R, reaches as maximum the value 2/27 for By =1/3 and Ry =1/2,ie.

Ry, = 57/108 and R, = 49/108; the advantage of case b) is thus small, at least as far as the
reliability fipure is concerned.

2.3.1.2 Reliability Block Diagram in Which at Least One Element
Appears More than Once

In practice, sitvations often occur in which an element appears more than once in
the reliability block diagram, although there is only one such element in the item
considered. These situations can be investigated with the key item method
introduced in Section 2.3.1.1, Examples 2.8 and 2.9 present two concrete cases,

Example 2.8
Give the reliability for the equipment introduced in Example 2.2.

Solution

In the reliability block diagram of Example 2.2, element E, is in a key position. Similarly to
Eq. {2.30) it follows that

Rg =Ry Ry (Rq + R —~ Ry Rs) +(1- Ry} Ry B3 Ry, (232)
with Rg = Rg(t) and R =R;(0), i=L ..., 5.
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Example 2.9
Calculate the reliability for the redundant circuit of Example 2.3,

Solution
In the reliability block diagram of Example 2.3, Uy and [y are in a key position. Using the
method introduced in Section 2.3.1 successively on Uj and Up,ie. on Es and Eg, yields.

RS = Rles[Rﬁ(RlR? +R4RS —RIR4R7R3}(R2 + R3 - R2R3) +{1- RG)Rlﬂsz]'l-(l— Rj)R3R4R6R8}.

With
R=Ry=R3=Ry=Rp, Rs=Rg=Ry, Ry=Ry=R; and Rg=Ry
it follows that
Rg =Ry Ry IRy (2 Rp Ry - R} REX2 Ry - RD)+2(0- Ry )R Rl (2.33)

with Ry =Rg(#), Ry =Ry}, Ep=Rpl), Ry =Ry() and Ry =Ry ().

2.3.2 Successful Path Method

In ﬁﬁs and in the .next section, two general, closely related methods are introduced.
For simplicity, the presentation will be based on the reliability block diagram given
in Fig. 2.11. Asin Section 2.2.6.1, ¢; stands for the event

element E; up in the interval (0, 7],

hence Prie;} = R,{#) and Pr{g;} = 1- R;(t). The successful path method is based on
the following concept:

An item fulfills its required function if there is at least one path between the
inpui and the output upon which all elements perform their required
Junction.

Paths must lead from left to right and may not contain any loops. Only the given
direction is possible along a directed connection. The following successful paths

Figure 2.11 Reliability block diagram of a complex sucture (elements E and E4 appear each
twice in the RBD, the directed connection has reliability 1)
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exist in the reliability block diagram of Fig. 2.11
81(-183("184, ﬂ]ﬂeaf-\ej, elr\e4r135, 82083(_\95. 62ﬁ€4ﬁ€5.
Consequently it follows that

Rs(t} =Pr{(gy ey negd ey meg Meshuiepmeg Mes)
Uleg Mz Meghu(es Mey Mes)h. (2.34)

Using the addition theorem of probability theory (Eq. (A6.17)), Eq. (2.34) leads to

RS = R]R3R4+R]R3R5 +R| R4R5+R2R3R5+R2R4R5—2R1R3R4R5
— R\ Ry RyRs — R, Ry Ry Rs — Ry Ry Ry Rs + R\ R, Ry Ry Rs, (2.35)

with Rg = Rg() and R =Ry(1),i=1,...,5.

2.3.3 State Space Method

This method is based on the following concept:

Every element E; is assigned an indicator {;(t) with the following property:
Ci(n =1 as long as E; does not fail, and §;(t)=0 if E; has failed. The
vector with components (;(1) determines the item state at time t. Since each
element in the interval (0, {] functions or fails independently of the others,
2" states are possible for an item with n elements, Afier listing the 27
possible states at time 1, all those states are determined in which the item
performs the required function. The probakbility that the item is in one of
these states is the reliability function Rg(t) of the item considered.

The 27 possible conditions at time ¢ for the reliability block diagram of Fig.2.11 are

E 10101010101010101010101010101010
E, 11¢011004110011001100110011001140
Ey 111100001111000011211000011110000
E, 11111111000000001111111100000000
E; 1rt11111I11181110000000G0000000G00

8 11101116111000002010000000000000

A "1" in this table means that the element or item considered has not failed before ¢.
For the Example of Fig. 2.11, the event
item up in the interval (0, £]

is equivalent to the event
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(e ey Mmesmey I"\GES)U(E] Mes My ne4r\es)u(el MNeyMes ey ﬂes)
Wig Meg ME3ney Nes) UG Ney a3 neyMes) (e Néy Ne3neg Nes)
U(el Meéy ey r\E4h25)u(Elr\ez Mgy ﬁ54ﬁ85)u(€1 ﬁé_z Mey f\E4ﬂej)

Ul Mep Me3Mey Mgs) e Neyne;Meges)
After appropriate simplification, this reduces to

(82 Meg ﬁes)u(e! MNeyMey ﬁe_s)u(flﬂéz [T 054 nés)
u(elnEZ Mmey ﬁes)u(82ﬁ§3 ﬁ£4ﬁ85),

from which

Rs(t) = Pri{e; nesnes) Ui Meynegnesiuie &y Mey MeéyMes)
ey ME MeyMmestUley MEy ey Nesdh. (2.36)

Evaluation of Eq. (2.36) leads to Eq. (2.35). In contrast to the successful path
method, all events in the state space method (columns in the state space table and
terms in Bq. (2.36)) are mutually exclusive.

2.3.4 Boolean Function Method

The Boolean function method generalizes and formalizes the methods introduced in
Sections 2.3.2 and 2.3.3. For this analysis, it is assumed that the item considered is
coherent, that is, the following holds:

1. The state of the item depends on the states of all of its elements (all elements are
relevant and the item is up if all its elements are up).

2. If the item is down, no additiona! failure of any element can bring it in an up
state (monotony).

In the case of repairable items, the second property must be extended to: If the item
is up, it remains up if any element is repaired. Not every item is necessarily
coherent. In the following, up denotes item in an operating state and down
denotes item in a failed state (being repaired or waiting for repair).

The states of a coherent item can be described by a system function. A system
function ¢ is a Boolean function

1 for item up

¢ =6, ---,Cn)={ .37

0 for iter down
of the indicators §; = {;(r), defined in Section 2.3.3 (T; =1 if element £; is up and
§; =0 if element E; is down), for which the following applies (coherent item):

1. ¢ depends on all the variables §; (i =1, ... n).
2. & is nondecreasing in all variables, $ =0 forall {; =0 and ¢ =1 forall {; = 1.
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Since the indicators §; and the system function ¢ take on only the values 0 and 1,

R(1) = Pr{l;{r) = 1} = EIL;(N (2.38)
applies for the reliability function of the element E;, and
Rs(#) = EI§(;, -, Ca)b {239

applies for the reliability function of the item, with §; = £;(7).
The Boolean function method thus transfers the problem of calculating Rg(¢) to

that of the determination of the system function ¢({;, ..., ;). Two methods are
available for this purpose:

1. Minimal Path Set approach: A set ®; of elements is a minimal path if (he item is
up only when {; =1 forall E; €%, and {; =0 for all E; & %, but this does not
apply for any subset of ®. The elements £ ; within % form a series model with
systermn function

o5 = [1¢;- (240)
EjE!P'

If for a given item there exist r minimal paths, then these form an active !-out-
of-r redundancy, i.e.

0=9, . L)=1-TJag)=1-TTa- JI¢p. (2.41)

i=1 i=1 EjEﬂ}'

2. Minimal Cut Set approach: A set C; is a minimal cut if the item is down only
when {; =0 forall E; €C; and § =1 forall E; & C;, but this does not apply for
any subset of C;. The elements E; within C; form a parallel modei (active
redundancy with k =1) with system function

oc, =1- JTa-¢p. (2.42)

Ej‘ ECE

If for a given item there exist sz minimal cuts, then these form a series model, i.e.

¢ =8y . L) =[T0c, =TTt~ TTO-5;». (2.43)

i=1 i=1 Ejecy
A series model with elements Ei, ..., E; has one path and n cuts, a parallel model
(1-out-of-n) with elements Ei, ..., E, has one cut and n paths, Because of Egs.
(2.41) and (2.43) it holds that

Rs()=Pridg=10...0 dg =1} =1-Pr{og=0U...Ud; =0} (244)
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Considering now that for arbitrary events 4y, ..., A, one has (Appendix A6.4.4)

EH:Pr{Ai}—%ZPr{A,-r\Aj}SPr{Alu.._uAn]SEPr{AI-}, (2.45)

i=1 ij i=1
it can be shown (Example 2.10) that
m -1 L]
1‘2“Wq=mmRﬂUSFﬂ—g%l%ZHWq=mL (2.46)
i=1 i=1
with g = max{1 —-R(#), ... - R, (#)}. Equation (2.46) is a useful approximation for
many practical applications, as an alternative to that discussed w.ith Eq. (A6.16).

Example 2.10
Prove Eqgs. (2.45) and (2.46).

Solution
For arbitrary events A(, ..., A, it holds from the two sided inequality § — 57 <5< § as per Eq.
(A6.16) that
n H n
Seria) - YPriAn A< Pr(d v UAYS T Pri4y).

i=1 12i<f<n i=1
- Equation (2.45) follows then by considering
1
TPianAl= T erlA; N A
1Si<j<n ixj

Define now as A; the event [all elements E, ec; are down}, i=1, .., mt, assume that all
clements are independent, set as before R;=Pr{Element £; up at time ¢}, and let
g=max{l- R, ..,1- R}, with B =R;(1). For fixed { and j {i * j} assume further that there
is at teast one k (1<k<nr} for which E ec; and E eC;, then Pr{Aj iA,-} =
Pr{Aj © A;}/ PriA;} < PriEy down at ¢}/ Pr(4;) < PrE} down at 1] £ g and thus

PriA; M A} = PriA) Prid; | 4] < Prialy.

Summation over i< § leads o

- (m=1} <
Teria 4= %Zprmf nA =%2Pr{AI-}ZPr[Aj | 4) < m2 a Y PriAl.
i=l

1Si<j<m ivj =i _ =1

From Eq. (2.45) it follows then

{m

m m
Y eri4) = Prig U ... UA,) 2 X PriA) -

=1 i=1

BLIF % S7E)
2 i=1

and thus Eq. {2.46) by considering Rg(t) =1-Pr{4; W ... W A,,] as per Eg. (2.44).
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The paths according to Eq. (2.34) constitute a minimal path set for the reliability
block diagram of Fig. 2.11. Using Eq. (2.41) this would lead to the system function
OC1s 5 8a) = 1= -5 538000 - 51 53 85) (-G L o)1 -5 LaCsd(1 - G2 Ly L)
The investigation of the block diagram of Fig. 2.11 by the method based on minimal
cut sets is much more laborious. Obviously, minimal path sets and minimal cut sets
deliver the same system function §(;, ..., {,) with different effort depending on
the structure of the reliability block diagram considered (structures with many series
¢lements can be treated easily by the minimal path set method, see Example 2.11).

Example 2.11

Give the system function according te the minimal path set and the minimal cut set approach for
the following reliability block diagram, and calculate the reliability function assuming
independent elements.

Solution

For the above reliability block diagram, there exist 2 minimal path sets &, ®; and 4 minimal cut
sels Cl' PN C4 .

The system function is then given by {(minimal path sets, Eq. (2.41) with £, §;=(;. §; € j=§j L)

(ST Cs) = 1-(1-C1 ‘:2 !;5)(1 'Ez §3 €4‘;5) = C: c-z gs +C2 gz §4 gs ‘gl C2c3 Ca CS
or by {minimal cut sets, Eq. (2.43) with {, =L, §i.§j=§j )
Oy s B = - (L= =EM =0 = G 31 =EIL = (1 = £ ML - (1= 53)]

= () + 83 —§i8a) (6 +8a - 5LadGa Ls
=0 0p8s +8 83885 — £ 55858, s

Assuming independence for the (different} elements, it follows for reliability function {in both
cases)}

Rg =R Ry Rg+ Ry Ry Ry Ry ~ Ry Ry R3 Ry R5

with Ry =Rg(t) and R; =R;(t), i=L ..., 5. Computation with the key item method leads
directly 1o Ry = By (R + Ry Ry ~Ry Ry Re)Rs + (1~ R3)0 = Ry (R + Ry Ry — Ry Ry Ry} Ry
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In the case of elements which are independent and nonrepairable until system
failure, the item’s reliability function Rg(#) = E[$(C;, ..., £,)] can often be obtained
directly from the system function by considering in Eqs. (2.41) and (2.43) the
idempotency property (§;; =¢;) and substituting R;(#) for t; (Bg. (A6.69)).
A further possibility is to use the disjunctive normal form oL, ... Ly) orits
equivalent linear form ¢ (Ly. ..., C,) of the system functien ¢, ..., §,), yielding,
for coherent items (systems) with independent elements [6.10, 2.43, 2.44],

Rs() = Op(Rp. oo Rp) = OL(R, ..., Ry), (247)

with R; = R;(£), i=L....n.

For coherent repairable items with independent elements, i.e. if every element
works and is repaired independently from every other element (one Tepair crew per
element), Eq. (2.39) or Eq. (2.47) can be used to compute the point availability
PAg(t) of the item

PAg(t) = O p(PAr .. . PA,), (2.48)

- PAY =0 (PA, .
with PA; = PA;{f) according to Eq. (6.44) for element E;. However, in practical
applications it is not usual to have a repair crew for cach element in the reliability
block diagram of a system, Nevertheless, Eq. (2.48) can be used as an
approximation {upper bound) for PAg(r). For repairable elements the indicators
L:(6) as in Eq. (2.37) are defined as {;(z)=1 if element E; is up (operating) and
{;(t)=0 if element E; is in repair. Numerical computations are generally easier
when performed for the unavailability 1 -PAg(2).

2.3.5 Parallel Models with Constant Failure Rates
and Load Sharing

In the redundancy structures investigated in the previous sections, all elements are
operating under the same conditions. For this type of redundancy, denoted as acfive
(parallel) redundancy, the assumed statistical independence of the elements implies
in particnlar that there is no load skaring. This assumption does not arise in many
practical applications, for example, at component level or in the presence of power
elements. The investigation of the reliability function in the case of load sharing or
of other kinds of dependency involves the use of stochastic processes. The situation
is simple if one can assume that the failure rate of each element changes only when
a failure occurs. In this case, the general model for a k-ouf-of-n redundancy is given
in Fig. 2.12 by a death process. Zy, ..., Zy_i4) are the states of the process. In
state Z;, exactly i elements are down. At state Z, 4 the system is down.
Assuming

A = failure rate of an element in the sperating state (2.49)
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l—vﬂ{i: 1-v 8¢ l—vzﬁr

Figure ?.12 Diagram of the transition probabilities in (¢, # + 8] of a k-out-of-a redundancy
(nonrepa_lrable until system faiture, constant failure rates during the sojourn time in each state (not
necessarily at a state change, ¢.g. because of load sharing), ¢ arbitrary, 8¢ — 0, Markov process)

and
A, = failure rate of an element in the reserve state (A, <), (2.50)

the model of Fig. 2.12 considers in particular the following cases:
1. Active redundancy without load sharing
v;=(n-0A, i=0,...,n-k, 2.51)
A is the same for all states.
2. Active redundancy with load sharing (A = A(i})
v; =(n—iAr(), i=0,...,n—k, (2.52)
A(i) increases at each state change.

3. Warm (lightly loaded) redundancy

vi=kh+{n-k—-DA,., i=0,...n-k, (2.33)
A and A, are the same for all states.
4. Standby (cold) redundancy
v; =kA, i=0,...,n-k, (2.54)

A is the same for all states.

For a stardby redundancy one assumes that the failure rate in the reserve state is
= () (the reserve elements are switched on when needed). Warm redundancy is
somewhere between active and standby (0 <A, <A). It should be noted that the &-
out-of-n active, warm, or standby redundancies are only the simplest representatives
of the general concept of redundancy (series/parallel structures, voting techniques,
bridges, and more complex structures are frequently used; redundancy can also
appear in the coding, at the software level, or in other forms). Furthermore, the
benefit of redundancy can be limited by the involved failure modes, as well as by
the switching elements. For the analysis of the model shown in Fig. 2.12, let
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P;(f) = Pr(the process is in state Z; at time t} 2.5

be the state probabilities (i=0,...,n—k+ 1). Pi(#) is obtained by considering the
process at two adjacent time points ¢ and ¢+8 and by making use of the
memoryless property resulting from the constanf failure rate assumed between
consecutive state changes (Appendix AT.5). The function P;(r) thus satisfies the
following difference eguation

Pt +86) = Py (0){1 - v; 8 + By () v &, i=lL..,n-k. (2.56)

For §t— 0, there follows then a system of differential equations describing the
death process

Bo(t) = =vo Py(®)
Bi(t) = —v; P(t) + Vi P (0), i=1,..,n-k,
P i1 = Vg Paoi (0). (25T

Assuming, for instance, the initial conditions P{0y=1 at r=0, the solution
{generally obtained using the Laplace transform) leads to F(z), i= 0,....n-k+1
Knowing P;(z), one can evaluate the reliability function Rg()
n—k
Rs(t)= Y Pty =1-Py 141(0) (2.58)
' i=0
and the mean time to failure from Eq. (2.8). Assuming Fp(0}=1 as initial
condition, one obtains for the Laplace transform of Rg{f), defined as

Rs(s)= [Rg)e s ar, (2.59)
0
the expression
ﬁs(S}=(S+v0)'”(s+v'l_k)_v0."V"_k. (2.60)

s(s+vg)... (S+Vp_p)

The mean time to failure follows then from

. - 2.61
- MTTFy = Rs(0) ¢ )
and leads to
n—k 1
e @62
=0 Vi

|
For a k-out-of-n standby redundancy with v; given by Eq. (2.54), one obtains in
particular
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n—k :
khey
Rg() = E%e-klr (2.63)
=0 &
and
n—k+1
MTTF = . 2.64
S Y (2.64

Equation (2.63) shows the relation existing between the Poisson distribution and the
occurrence of exponentiaily distributed events.

For the case of a k-out-of-n active redundancy without foad sharing, it follows
from Eqgs. (2.62) and (2.51) that

1.1
MITFg = I(;‘i‘ vt E), (2.65)

see also Table 6.8 with MTTFgy = MTTF;, n=0, and A, =A. Expressions for
R (¢} are given in Fig, 2.7 for scme different values of n and £.

2.3.6 Elements With More Than One Failure Mode

In the previous sections, it was assumed that each element exhibits only one failure
mode, for example a short or an open. In reality, many components can fail in
different ways (Table 3.5). This section will consider as an example the case of a
diode. Let

R(#) = Pr{no failure in (0, r]}

R() = 1 - R(s) = Pr{failure in (0, 1]}
EU(I) = Pr{open in (0, #]}

Ry (2) = Pr{short in (0, £]}.

Obviously (Example 2.12)

1-R(@) = R(t) =Ry () + R (). oo (2.66)

Example 2.12

In an accelerated test of 1000 diodes, E0{ failurcs accur, of which 30 are opens and 70 sherts.
Give the values R, Ry, and Rp.

Solation

The maximum likelihood estimate of an unknown probability p is, according to Eq. (A8.29)
p=kin. Bence, K =0.1, Ry =0.03 and Ry =0.07.
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The series connection of two dicdes exhibits a circuit failure if either one epen or
two shorts occur. From this,

Ry=1-(1-RyP2 + R} =2Ry-Rj +RE, o—PHp—o (2.67)

with Rg =Rg(r), Rg =Ryg(:) and Ry = Ryy(1). Similarly, for two diodes in
parallel,

Ry =2Ry-Rg +R3. % (2.68)

To be simultancously protected against at least one failure of arbitrary maode (short
ot open), a guad redundancy is necessary. Depending upon whether opens or shorts
are more frequent, a quad redundancy with or without a bridge connection is used.
For both these cases it foliows that (Example 2.13)

Rs =2R3 - R4 +2Rg - R3)2, ‘{:I:j_" (2.69)
D_[:___:j_o (2.70)

Equations (2.67) to (2.70) can be obtained using the state space method introduced
in Section 2.3.3, however with three states for every element (good, open (U), and
short (X) leading to a state space with 3% elements, see Example 2.13).

and

Rg=2R3 -R$ + 2Ry - RE).

Example 2.13
Using the state space method, give the refiability of two paratlel-connected diodes, assuming that
opens and shorts are possible.

Solution
Considering the three possible states (good (1), open (7). and short (K)), the state-space for two
parallel-connected diodes is

Iy 11 VUVUKKK D

D 1 UK1 UKL UK D_E:j_c,
0

§ 11010000 >,

From the above table,

Rg=Pr(S=0} =2RRy + R +2Ry Ry + K¢
=20~ Ry - Rg)Ry + B} +2Ry Ry + R} = 2Ry - R} + Bj.
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2.3.7 Fault Tolerant Structures

In applications for which high reliability, availability, and/or safety are required,
equipment and systems must be designed to be fault tolerant. This means that
autonomously, i.e. without external help, the equipment or system considered
should be able to recognize a faulr (failure or defect) and quickly reconfigure itself
in such a way as to remain safe and possibly also continue to operate with minimal
loss in performance.

Methods to investigate fauit tolerant items have been intreduced in Sections
2.2.6.2 through 2.3.6, in particular Sections 2.2.6.5 {majority redundancy} and 2.3.6
(quad redundancy). The latter is one of the few structures which can support ar
least one failure of any mode, the price paid for this is four devices instead of one.
To avoid common mode or single-point failures, redundant elements should be
designed and produced independently from each other, in critical cases with
different tachnology, tools, and personnel.

Investigation of all possible failure modes during the design of fault tolerant
equipment or systems (structures} is mandatory. This is generally done using fauit
modes and effects analysis (FMEA/FMECA), fault tree analysis (FTA), cause-and-
effect diagrams or similar tools, see Section 2.6. Failure mode analysis is important
in the presence of redundancy, among other to identify the elements which are in
series to the ideal redundancy in the reliability block diagram. This also helps to
discover dependencies and interactions between elements of an item and to find
appropriate measures to avoid propagation of faults (secondary failures).

Protection against secondary failures can be often realized with decoupling
elements such as diodes, resistors, capacitors (diodes Dy to D, in Example 2.3).
Other possibilities are the introduction of standby elements which are activated only
upon failure of active elements, the use of basically different technologies for
redundant elements, etc. These and similar methods are used successfully in
aerospace and in other equipment and systems with high reliability and/or safety
requirements. Quite generally, all parts which are essential for basic functions
{clock circuits, bus interfaces, built-in test, monitoring circuits, etc.) have to be
selected and designed with care. Adherence to appropriate design guidelines is
important (Chapter 5). Detection and localization of hidden failures (Section 6.10}
as well as avoidance of false alarms or messages is mandatory., False alarms can
also be caused by syrchronization problems or glitches.

Many of the above considerations also apply to defects, both in hardware and
software, see Sections 5.3.4 and 8.5 for further considerations.

Repairable fault tolerant sysiems are considered in Chapter 6. Stochastic
processes and tools introduced in Appendix A7 and Chapter 6 can also be used
to investigate the reliability and availability of fawlt tolerant systems for cases
in which a reliability block diagram does not exist (see Section 6.8.1 for some
general considerations). '
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2.4 Reliability Allocation

With complex equipment or systems, it is important to allocate reliability goals at
subsystem and assembly levels early in the design phase. Such an allocation
motivates the design engineer to consider reliability aspects at all system levels.

Allocation is simple if the item has no redundancy and its components have
constant failure rates. The failure rate Ag of the ifem is then also constant and equal
to the sum of the failure rates of its elements (Eq. (2.17)). In such a case, the
allocation of A g can be done as follows:

1. Break down the item into elements B, ..., Ey,.

2. Define a complexity factor k; for each element (0S k; <1, & +... +k, =1).

3. Determine the duty cycle d; for each element (d; = operating time of element
E; / operating time of the item}.

4, Allocate the item's failure rate A among elements Ey, ..., E, according to

ks
A= e, (2.71)
i d; M
Should ali elements have the same complexity, & =...=k, =1/n, and the same
duty cycle, d; =...=d, =1, then
A; =17L_g. (2723
n

In addition to the above, costs, technology risks, and failure effects should also be
considered. Case-by-case optimizations are often possible.

Should the individual element failure rates not be constant and/or the item
contain redundancy, allocation of reliability goals is more difficult. The results of
Sections 2.2 and 2.3 can be used. If repairable series/paralle! structures appear, one
can often assume that the failure rate at equipment or system level is fixed by the
series elements (Section 6.6), for which Eqs. (2.71) and (2.72}) can be used.

2.5 Mechanical Reliability, Drift Failures

As long as the reliability is considered to be the probability R for a mission success
(without relation to the distribution of the failure-free operating time), the reliability
analysis procedure for mechanical systems is similar to that used for electronic
equipment or systems and is based on the following steps: '
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Definition of the itemn and of its associated mission profile.

Derivation of the corresponding reliability block diagram.

Determination of the reliability for each element of the reliability block diagram.
Computation of the item (system) reliability Rg.

Elimination of reliability weaknesses and return to step 1 to 2, as necessary.

i ol e

Such a procedure is established for instance in aerospace applications and is
illustrated by Examples 2.14 and 2.15.

Example 2.14

The fastening of two mechanical parts should be easy and reliable. It is done by means of two
flanges which are pressed together with 4 clamps Ej to E, placed 90° to each other. Experience
has shown that the fastening holds when at least 2 opposing clamps work. Set up the reliability
block diagram for this fixation and compute its reliability (each clamp has reliability
R1=R2=R3=R4=R).

Solution

Since at least two opposing clamps (E; and E; or £,
and E,} have to function without failure, the reliability
block diagram is obtained as the series connection of Ey
and E3 in parallel with the series connection of £; and
E4, see graph on the right. Under the assumption that
clamp is independent from every other one, the item seliability foltows from Ry =2R? - RS.
Supplementary result: If two arbitrary clamps were sufficient for the required function, a 2-out-
of-4 active redundancy would apply with Rg =6 R -8RI 43R4,

Example 2.15

To separate a satellite's protective shielding, a special
electrical-pyrotechnic system described in the block
diagram on the right is used. An electrical signal comes
through the cables E; and E; (redundancy) to the
electrical-pyrotechnic converter Ey which lights the fuses.
These carry the pyrotechnic signal to explosive charges for
guillotining bolts Ej» and Ejy of the tensioning belt.
The charges can be ignited from two sides, although one
ignition will suffice (redundancy). For fulfillment of the
required function, both bolts must be exploded stmultangously. Calculate the reliability of this
separation system as a function of the reliabilities Ry, .., Ry3 of its elements.

Selution .
The reliability block diagram is most easily obtained by considering first the ignition of bolis

Ej; and Ej3 separately and then connecting these two parts of the reliability block diagram in
series
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Elements E,, Es, Ejg.and Ey; each appear twice in the reliability block diagram. Repeated
application of the key irerm method (successively on Es, Eyy, Eg. and Eq, see Section 2.3.1 and
Example 2.9), by assuming that the elements E. ..., E3 are independent, leads ¢

Ry = Ry Ryy Ry (R + Ry — By Ry) | Rs{(Ry TRy { Rig (Rs + Ry — Rg Ry} (Ry + Ry ~ Ry Ro)
+{l-Ryg)Rg Ry} + (1 - R Ry Ro )+ {1 Ry ) Ry Ry R Ry} + (1~ R5)Ry Rg Ry R}

=Ry Ry BB+ - R Rz){Rs Ryy[Ry Ryg (R + By — Rg Rg){Ry + Ry — Ry Ry)
+(1- Ry Rig) Ry Ry1+ (1~ Bs Ry, )Ry R Ry Rig }. @7

The situation when the reliability function R(z) or the distribution function of the
failure free time F(¥)=1-R() is reguired, is more complicated. For electronic
parts, it is possible to operate with the failure rate; models and data are often
available. This is generally not the case for mechanical parts. A possible approach
is based on the stress-strength method. If &7 (1) is the stress (load) and Eg(f) the
strength, then a failure occurs at the time £ for which |E2(1)|>1& <{)| holds for the
first time. Often, &7 (¢) and Eg(r} can be considered as deterministic values and the
ratio Eg(f)/EL(t) is the safery factor. In many practical applicaticns, &; () and
E(r) are random variables, often stochastic processes. A practical oriented
procedure for the reliability analysis of mechanical systems in these cases is:

1. Definition of the system and of its associated mission profile.

2. Formulation of failure hypotheses (buckling, bending, eic.) and validation of
them with help of a FMEA/FMECA (Section 2.6); failure hypotheses are (like
failure rates) often correlated, this dependence must be identified and considered
in the calculations. :

3. Evaluation of the stresses applied with respect to the critical failure hypotheses.

4. Evaluation of the strength limits by considering also dynamic stresses, notches,
surface condition, etc.

5. Computation of the system reliability (Eqs. (2.74) — (2.80)).

6. Elimination of reliability weaknesses and return to step | or 2, as necessary.

Reliability calculation in general leads to one of the following situations:

1. One failure hypothesis, stress and strength are >0: The reliability function is
given by

R(1) =Pris(@ > E (), 0<xZi. 2.74)

2. More than one (n >1) failure hypothesis that can be correlated, stresses and
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strength are >(: The reliability function is given by

R() = Prl(Eg, (x) > £ N (Egy (x) > Ep, (X
N&s, (D> 8, (N O<x<i) (2.75)

Equation {2.75} can take a complicated form, according to the degree of dependence
encountered.

The situation is easier where the stress and strength can be assumed to be
independemt positive random variables. In this case, Prifg>&; | Ep =x}=
Pr{fs > x} = 1 - Fg(x) and the theorem of total probability leads to

R(r) = R=Prffs > &,} = [£,00(1- Fy(x)dx. (2.76)
]

Exarmples 2.16 and 2.17 illustrate the use of Eq. (2.76).

Example 2.16

Let the stress £ of a mechanical joint be normally distributed with mean my = 100N/mm? and
standard deviation ¢y =40N/mm2. The strength &g is also normally distributed with mean
mg =150 N/mm? and standard deviation ¢y = 10N/mm’. Compute the reliability of the joint.
Solution

Since &7 and Eg are normally distributed, their difference is also normally distributed
{Example A.615). Their mean and standard deviation are ms—mL:SfJNlmm2 and
,}cg +0} =41N/mm?, respectively. The reliability of the joint is then given by (Table A.1)

-

o

Z
1 2 1 -z
R=Pribg > &) = Prigg— 8, >0 = ——[e 24° ae=-r [ 2dy=0389.
4 21[0 ¥ -50741

Example 2,17

Let the strength &g of a rod be normally distributed with mean mg =450 N/mm? -
001 N/mm? b1 and standard deviation o5 =25 N/mm? +0.001¢N/mm? h~1. The stress &,
is constant and equal 350 N/mm?. Calculate the reliability of the rod at r=0 and r=10%h.

Solution
At 10, mg =450N/mm? and o = 25Nfmm”. Ths,

1
L
R=h[§s>§L}=% [¢ 2ay = 099997

T 350-450
25
After 10,000 operating hours, mg = 350 N/mm? and ag =135 Nfmm?. The reliability is then
w 4 w2
R=Prifs > &)= [e Tay=—=[c Tay=0s
2% 3030 N2m
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Equation (2.76) holds for a one-itern structure. For a series model, i.e. in particular
for the series connection of two independent elements one obtains:

1. Same stress &,
Ry =Prlts, > &p Nk, >yl = [f(x)(0~Eg (xN{L - By, (x)) . 277
0

2. Independent stresses &, and &

Ry =Priks >&g nls, > Lp,} = Prigy > & }Priy, > &)
= (] £, (0 (1= g, (D) ([ £, (x)01 — Fs, (NI 2R Ry - (2.78)
Q o

For a parallel model, i.¢. in particular for the paralie! connection of two independent
elements it follows that:

1. Same stress &y

Rg=1-Prifs <&, nks, <E)=1- [1,(0)Fs, (x)Fs, (). (2.79)
0

2. Independent stresses §;, and €L,
Rg =1-Prits <& )PriEs, SEIS1-(-R)(1-Ry) = R+ By — Ry Ry, (2.80)

As with Bgs. (2.78) and (2.80), the results of Tabie 2.1 can be applied in the case of
independent stresses and elements. However, this ideal situation is seidom true for
mechanical systems, for which Eqgs. {2.77) and (2.79) are often more realistic.
Moreover, the uncertainty about the exact form of the distributions for stress and
strength far from the mean value, severely reduce the accuracy of the results
obtained from the above equations in practical applications. For mechanical items,
fests are thus often the only way to evaluate their reliability. Investigations into new
methods are in progress, paying particular attention (o the dependence between
stresses and to a realistic truncation of the stress and strength densities.

For electronic items, Egs. (2.78) and {2.80) can often be used to investigate
drift failures. Quite generally, all considerations of Section 2.5 could be applied
to electronic items. However, the method based on the failure rate, introduced
in Section 2.2, is easier to be used and works reasomably well in many
practical applications dealing with electronic and electromechanical equipment
and systems.
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2.6 Failure Mode Analyses

Failure rate analysis, as discussed in Section 2.2, does not account for the mode and
the effect (consequence) of a failure. To understand the mechanism of system
failures and in order to identify potential weaknesses of a fail safe concept it is
necessary to perform a failure mode analysis for critical system parts. Such an
analysis usually includes failures and defects, i.e. faults, and is termed FMEA (Fault
Modes and Effects Analysis) or alternatively FMECA (Fault Modes, Effects, and
Criticality Analysis) if the fault severity is also considered. FMEA/FMECA consists
of the systematic analysis of al! possible fault modes, their causes, effects, and
criticalities [2.6, 2.81, 2.82, 2.84 to 2.90]. It also investigates ways for avoiding
faults and/or for minimizing their consequences, and is performed bortom-up by the
reliability engineer together with the designer. All possible fault causes during the
item's design, development, manufacture, and use have to be considered in one run
or in several steps (design FMEA/FMECA, process FMEA/FMECA). The procedure
for an FMEA/FMECA is easy to understand but time-consuming to apply, see Table
2.5 for the procedure and Table 2.6 for a simple example, QOther worksheet forms
for FMEA/FMECA than those given in Table 2.6 exist {2.82, 2.84, 2.87, 2.89}. An
FMEA/FMECA is mandatory for all parts of an item in which redundancy appears.
This is to verify the effectiveness of the redundancy when failure occurs, and to
define the element in series with the redundancy on the reliability block diagram. If
the itemn should evolve to a safe stare after a failure (fail safe behavior), an
FMEA/FMECA can become necessary for a large part of the item considered.

The procedure for an FMEA/FMECA has been developed for kardware, but can
also be used for seftware [2.85, 5.54, 5.57]. For mechanical items, the FMEA/
FMECA is one of the most important tools for reliability analysis (Section 2.5).

A further possibility to investigate failure-cause-to-cffect relationships is the
Fault Tree Analysis (FTA) [2.6, 2.82 to 2.84, 2.89]. The FTA is a top-down
procedure in which the undesired event, for example a critical failure at system
level, is represented by AND, OR, and NOT combinations of causes at lower levels,
see Fig. 2.13 for a simple example.

Compared to the FMEA/FMECA, the FTA can take external influences (human
andfor environmental) better into account, and handle situations where more than
one primary fauit has to occur in order to cause the undesired event at the system
level. However, it does not necessarily go through all possible fauft modes. The
combination of an FTA with an FMEA/FMECA leads to a causes-and-effects chart.
Such a chart shows the logical relationship between all identified causes and their
single or multiple consequences.
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LED does not light
{Top event)}

L

DE®®®

Figure 2.13  Simplified Fault Tree Analysis (FTA) for the cireuit of Example 2.6 Poimt 7 (Q = open,
§ = short, Ext. are possible external causes, such as power or control voltage out, manufacturing or
installation errors, eic.)

Further methods which can support faulf modes and effects analysis are sneak
analysis (circuit, path, timing), worst case analysis, drift analysis, stress-strength
analysis, Ishikawa (fishbone) diagrams, Kepner-Tregoe method, Pareto diagrams,
and Shewhart cycles (Plan-Analyze-Check-Do), see e.g. [1.6, 1.17, 1.21, 2.7, 2.15].

Table 2.5 Procedure for performing 2 Fault, Modes, Effects and Criticality Analysis (FMECA)

1. Sequential nurabering of the steps.

2. Designation of the element or part under consideration (reference to the reliability block
diagram, part list, etc.} and short description of its function.

3, Assumption of a possible faiture mode (all possible failure modes have to be considered),

4. Tdemtification of possible cruses for the failure mode assumed in point 3 (a cause for a failure
can also be a flaw in the design or production phase),

5. Description of the symptoms which will characterize the failure mode assumed in point 3 and of
the local effect of this failure mods (outputfinput relationships, possibilities for secondary
failures, etc.).

6. Identification of the consequences of the failure mode assumed in point 3 on the next higher
integration levels (up to the system level) and on the mission to be performed.

7. Identification of corrective actions which can mitigate the severity of the failure mode assumed
in point 3, reduce the probability of occurrence, or injtiate an alternate operational mode which
allows continued operation when the failure ocouts.

8. Evaluation of the severity of the failure mode assumed in point 3 (1 for minor, 2 for major,
3 for critical, 4 for catastrophic)

9, Estimation of the probability of occurrence {or of the associated failure rate) of the failure mode
assutned in point 3 (with consideration of the cavse of failure identified in point 4).

10. Formulation of pertinent remarks which complete the information ix the previous columns and
also of recommendations for corrective actions, which will reduce the consequences of the

failure mode agsumed in point 3.
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Machine \ Material

Major cause

/;linor cause \

N

—_—

= Effect

(]

Method Human

Figure 2.14  Structure of an Ishikawa (fishbone) diagram

Table 2.7 gives a comparison of the most important tools used for fault modes and
effects analyses. Figure 2.14 shows the basic structure of an Ishikawa (fishbone)
diagram. The Ishikawa diagram is a graphical visualization of the relationships
between causes and effect, often grouping the causes into four classes: machine,
material, method, and human.

Performing an FMEA/FMECA, FTA, or any other similar investigation
presupposes a detailed technical knowledge and thorough understanding of the
item and the technology considered. This is necessary to identify all relevant
potential flaws {(during design, development, manufacture, operation), their causes,
and the more appropriate corrective or preventive actions.

2.7 Reliability Aspects in Design Reviews

Design reviews are important to find out, discuss, and eliminate design and develop-
ment weaknesses. They are a part of configuration management and have been
introduced in Appendix A3 (Table A3.3). To be effective, design reviews must be
supported by project-specific check lists. Table 2.8 gives a catalog of questions
which can be used to generate project-specific check lists for reliability aspects in
design reviews (see Table 4.3 for maintainability and Appendix A4 for other
aspects). As shown in Table 2.8, checking the reliability aspects during a design
teview is more than just verifying the value of the predicted reliability. The main
purpose of a design review is to discuss the selection and use of components and
materials, the adherence to given design guidelines, the presence of potential
reliability weaknesses, and the results of analyses and tests. Table 2.9 can be used
to support this aim.
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{cont.)

Table 2.6

Table 2.6 FMECA for the circuit of Example 2.6 (Point 7)
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Table 2.7 Important tools for causes-to-effects-analyses

27
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Table 2.8 Catalog of questions for the preparation of project-specific checklists for the evaluation
of reliability aspects in preliminary design reviews (see Tab. 4.3 and Appendix A4 for other aspecls)

Tool Description Application Effort
FMEA/FMECA | Systematic bottom-up nvestigation | Development phase (design | Very large
(Failure Mode | of the effects {consequences} at FMEA/FMECA) and if perfor-
Effects Ana- system (item} level of the failure production phase {(process med for all
lysis/Failure (faulf) modes of all parts of the item | PMEA/FMECA);, mandatory |elements
Mode, Effects | considered, as wefl as of for all interfaces, in particular |{0.1-0.2
and Criticality | manufacturing flaws (and as far as | where redundancy appears MM for a
Analysis)* possible} of user's errors/mistakes | and for safery relevant parts | PCB)

Quasi-systematic top-dewn invest- | Similar 1o FMEA/FMECA;
igation of the effects (consequenc- thowever, combination of more
es) of faults (failures and defects) as | than one fault {or elementary ;Large to
FTA well as of external influences on the {event) can be better consider- | very large,
(FaultTree | bility andior safety of the ed as by an FMEA/FMECA; | if many top
Aaalysis) system (item) considered; the top | also is the influence of exter- | events are
event (e.g. a specific catastrophic nal events (natural catastroph, |considered
failure) is the result of AND/OR sabotage etc.) easier to be
combinations of elementary events | considered
. Graphical representation of the Tdeal for team-work
Is!-ukawa causes-to-effect relationships; the  discussions, in particular for Small to
D1.a gram causes are often grouped in four the investigation of design, large
(F}shbone classes; machine, material, method/ | development, or preduction &
Diagram) process, and human dependent weakenesses
Structured problem detection, . ) Largely
Kepner- analysis, and solution by complex | Generally applicable, in dependent
Tregoe sitwations; the main steps of the particular by complex on the
Method method deal with a careful problem | situations and in inter- specific
analysis, decision making, and disciplinary work-groups situation
solution weighting
Supports the objective decis-
Graphical presentation of the ion making in selecting the
Pareto frequency (hystogram} and cavses of a fault and thus in
Diagram (cumulative) distribution of the defining the aPpmpﬁaw Small
problem causes, grouped in corrective action (Pareto rule:
application specific classes B0% of the problems are
generated by 20% of the
possible causes)
Graphical representation of (two)
. quantities with possible functional | Assessment of a relationship
Correlation L . . -
, (deterministic or stochastic) relation | between two quantities Small
Diagram on an appropriate X/y-cartesian
coordinate system

W ooo o1 oh b R W N

21.
22,

23.
24.
25.
26.

g8

- Is it a new development, a redesign, or only a change/modification?

. Can existing elements be rensed?

. Will the item or parts thereof be reused in other equipment or systems?

. Is there test or field data available from similar items? What were the problems?

. Has a list of preferred components been prepared?

. Is the selection/qualification of nonstandard components and material specified? How?
. Have all the important performance parameters of the itemn been clearly defined?

. Have all the specification requirements of the itern been fulfilled? Can individual

. Has the mission profile been defined? How has it been considered in the analysis?
. Has a reliability block diagram been prepared?
. Have the environmental conditions for the item been clearly defined? How are the operating

. Have derating rules been appropriately applied?

. Has the junction temperature of all semiconductor devices been kept no higher than 100°C?
. Have drift, worst-case, and sneak path anafyses been performed? What are the results?

. Has the influcnce of on-off switching and of external interference (EMC) been considered?
. Is it necessary to improve the reliability by introducing redundancy?

. Has an FMEA/FMECA been performed, at least for the parts where redundancy appears?

. Duoes the predicted reliability of each element correspond 1o its allocated value?
. Has the predicted reliability of the whole itemn been computed? With which n-factors? Does

. Have the aspects of producibility, testability, and reproducibility been considered?

Have the interactions among elements been minimized?

requirements be reduced? Can interface problems be expected?

conditions for each element?

How? Are single points of failure present? Can nothing possible be done against themn? Are
there safety problems? Can liability problems be expected?

this value correspond to the target given in the item's specifications?
Are there elements with a limited useful life?

Are there components which require screening? Assemblies which require environmental
stress screening (ESS)?

Can design or construction be further simplified?

Is failure detection, localization, and removal easy? Are hidden failures possible?

Have the aspects of user-friendliness and of the man-machine interface been considered?
Have reliability tests been planned? What does this test program inclode?

Have the supply problems (second source, long-term deliveries) been solved?
Is the item sufficiently protected during transportation and storage?

Have the Ingistical aspects (standardization of mainienance tools, test equipment, spare parts,
etc.} been adequately considered?

* Faults (failures and defects) is generally uscd instead of failures; MM stays for man month

el
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Table 2.9 Fonm sheets for detecting and investigating potential reliability weaknesses at assembly
and equipment level

1) Assernhly/subassembly design

Deviation from Component | Problems during | EL test and
reliability design  |selection and | design, develop., | screening
qualification | manufact., test, use

Com- | Failure rate A
ponent [Param-| A
eters [(FITs) guidelines

Position,

b} Assembly/subassembly manufacturing

Placi Salder-|Clean~| EL  |Screen-i Fault (defect, | Corrective |Transportation
ltem| Layout Placiag ng ing | tests ing |failure) analysis| actions and storage

¢) Prototype qualification fests

Environmental Reliability tests Fault (defect, Corrective

liem Electrical tests tests failure) analysis actions

d) Equipment Jevel

Screening | Tault (defect, { Corrective |Transportation| Operation

Assembling | Test | = poo)™ | failure) analysis | actions | andstorage | (field data)

3 Qualification Tests for
Components and Assemblies

Components and materials, as well as externally procured assemblies, can have a
major impact on the quality and reliability of the equipment and systems in which
they are used. Their selection and qualification has to be considered on a case-by-
case basis (with care in the case of new technologies or important redesigns).
Besides cost and availability on the market, important selection criteria are the
intended application (specific stresses), technology, quality, long-term behavior of
relevant parameters, and reliability. A gualification includes a characterization at
different stresses (thermal and electrical for electronic components), environmental
tests, reliability tests, and failure analysis. This chapter deals with the selection
criteria for elecironic components (Section 3.1), gualification fests for complex
integrated circuits (Section 3.2), failure modes, mechanisms, and analysis of
electronic components (Section 3.3), and qualification tests for electronic
assemblies (Section 3.4). Screening procedures as well as test and screening
strategies are introduced in Chapter 8. Design guidelines are discussed in depth
in Chapter 3.

3.1 Selection Criteria for Electronic Components

As stated in Section 2.2 (Eq. (2.16}), the failure rate of equipment or systems
without redundancy is the sum of the failure rates of their elements. Thus, for large
equipment or systems without redundancy, high reliability can only be achieved by
Selecting components and materials' with sufficiently low failure rates. Useful
information for such a selection is:

1. Intended application, in particular required function, environmental conditions,

* as well as reliability and safety targets.

2. : Specific properties of the component or material considered (technological
limitations, useful life, long term behavior of relevant parameters, etc.).

3. Possibility of accelerated tests.
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4. Results of qualification tests on similar components or materials.
5. Experience from field operation.
6. Influence of derating and/or screening.
7. Potential design problems (sensitivity of performance parameters, interface

problems, EMC, etc.).
8. Limitations due to standardization or logistical aspects.
9, Potential production problems (assembling, testing, handling, storing, etc.).
10, Purchasing considerations (cost, delivery time, second sources, long-term
availability, quality level).

As many of the above requirements are conflicting, component selection often
results in a compromise. The following is a brief discussion of the most important
aspects in selecting electronic components.

3.1.1 Environment

Environmental conditions have a major impact on the functionality and reliability of
electronic components, equipment, and systems. They are defined for relevant
applications in international standards [3.9). Such standards specify stress limits
and test conditions. Among others for

heat (steady-state, rate of temperature change), cold, humidity, precipitation
(rain, snow, hail), radiation (solar, heat, ionizing), salt, sand, dust, noise,
vibration (sinusoidal, random), shock, fall, acceleration.

Several combinations of stresses have also been defined, for example

temperature and humidity, temperature and vibration,
humidity and vibration.

However, not all stress combinations are relevant. By combining stresses, care
must be taken to avoid the activation of failure mechanisms which would not
appear in the field.

Environmental conditions at the equipment or system level are given by the
application, They can range from severe, as in aerospace and defense fields (with
extreme low and high ambient temperatures, 100% relative humidity, rapid
thermal changes, vibration, shock, and high electromagnetic interference), to
favorable, as in computer rooms (with forced cooling at constant temperature
and no mechanical stress). International standards, e.g. IEC 60721 [3.9], can
be used to fix representative environmental conditions for many applications.
Table 3.1 gives examples for environmental test conditions for electronic/
electromechanical equipment and systems. The stress conditions given in Table 3.1
have indicative purpose and have to be refined according to the speclﬁc application,
to be cost and time effective.

3.1 Selection Criteria for Electronic Components
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Table 3.1 Examples for environmental test conditions for electronic/electromechanical equipment
and systems ([EC 60068 [3.9))

condition

Environmental

Stress profile

Induced failares

Dry heat

48 or 72h at 55, 70 or 85°C; el. test, warm up
(2°C/min ), hold {80% of test time), power-on
(20% of test time), l. test, cool down

(1°C/ min), el. test between 2 and 16h

Physical: oxidation, structural
changes, softening, drying out,
viscosity reduction, expansion
Electrical: drift parameters,
noise, insulating resistance,
opens, shorts

Damp heat
(cycles)

2,6, 12 or 24 times 24 h cycles between 25 and
55°C with rel. humidity between 90 and 96% at
55°C and over 95% at 25°C: el. test, warm up
{3h), hold (9h}, cool down (3h), hold (9h),
dry with air, el. test betwezen 6 and 16h

Physical: corrosion, electrolysis,
absarption, diffusion

Electrical, drift parameters,
insulating resistance, leakage
cusrenis, shorts

Low
termperature

48 or T2h a1 25, 40 or —55°C: el. 1est, conl
down ( 2°C/ min), hold {80% of test time),

power-on (20% of test time), el. test, warm up
{1°C/ min), electrical test between 6 and 16h

Physical: ice formation, structural
changes, hardening, britdeness,
increase in viscosity, contraction

Electrical: drift parameters,opens

Yibrations
(random)

30min random acceleration with rectangular
spectrum 20 to 2000 Hz and an acceleration
spectral density of 3, 10, or 30 (m/s2)2/Hz
(0.03,0.1, or 0. 3g /Hz): el. test, stress, visual
inspection, el. test

Yibrations
{sinusoidal}

30min at 0.15mm or 20m/s? (2g,),

0.35mm or 50m/s2 (5g,,), or at 0.75mm or
100m/s2 (10 2n} (peak displacement below or
peak acceleration above the crossover frequency
£ =60Hz) at the resonant frequencies and the
same test duration for swept freq. (3 axes): el
1est, resonance determination, stress at the
resonant frequencies, stresses at swept freq. (10
to 500 Hz), visual inspection, el. test

Physical' structural changes,
fracture of fixings and housings,
toosening of connections, fatigue
Electrical: opens, shorts, contact
problems, noise

Mechanical
shock
fimpact)

1000, 2000 or 4000 impacts (half sine curve 300
or 500m/s? (30 or 50g,) peak value and 6 ms
duration in the main loading direction or
distributed in the various impact directions: el.
test, stress (1 to 3 impacts/s), inspection (shock
ahsorber), visual inspection, ¢l. test

Free fall

26 free falls from 50 or 100em drop height
distributed over all surfaces, corners and edges,
with or without cranspon packaging: electrical
test, fall onto a 5cm thick wooden block (fir) on
a 10cm thick concrete base, visual insp., el. test

Physical. structural changes,
fracture of fixings and housings,
loosening of connections, fatigue

Electrical: opens, shorts, contact
problems, noise

8, = 10avs”,

el. = ¢lectrical



84 3 Qualification Tests for Components and Assemblies

At the component level, 10 the stresses caused by the equipment or system
environmental conditions add those stresses produced by the component itself, due
to its internal electrical or mechanical load. The sum of these stresses gives the
operating conditions necessary to determine the stress at component level and the
corresponding failure rate. For instance, the ambient temperature inside an
electronic assembly can be just some few °C higher than the temperature of the
cooling medium, if forced cooling is used, but can become more than 60°C higher
than the ambient temperature if cooling is poor.

3.1.2 Performance Parameters

The required performance parameters at component level are defined by the
intended application. Once these requirements are established, the necessary
derating is determined taking into account the quantitative relationship between
failure rate and stress factors (Sections 2.2.4 and 5.1.1). It must be noted that the
use of better components does not necessarily imply better performance and/or
reliability. For instance, a faster IC family can cause EMC problems, besides higher
power consumption and chip terperature. In critical cases, component selection
should not be based only on short data sheet information. Knowledge of parameter
sensitivity can be mandatory for the application considered.

3.1.3 Technology

Technology is rapidly evolving for many electronic components, see Fig. 3.1 and
Table 3.2 for some basic information. As each technology has its advantages and
weaknesses with respect to performance parameters and/or reliability, it is necessary
to have a set of rules which can help to select a technology. Such rules (design
guidelines in Section 5.1) are evolving and have to be periodically refined.

Of particular importance for integrated circuits (ICs) is the selection of the
packaging form and type.

For the packaging form, distinction is made between inserted and surface-
mounted devices. Inserted devices offer the advantage of easy handling during
the manufacture of PCBs and also of lower sensitivity to manufacturing defects
or deviations. However, the number of pins is limited. Surface mount devices
(SMD) allow a large number of pins (more than 196 for PQFP and BGA), are cost
and space saving, and have better electrical performance because of the shortened
and symmetrical bond wires,. However, compared to inserted devices, they have
greater junction to ambient thermal resistance, are more stressed during soldering,
and solder joints have 2 much lower mechanical strength. Difficulties can be
expected with pitch lower than 0.3 mm, in particular if thermal and/or mechanical
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Figure 3.1 Basic IC technology evolution

stresses occur in field (Sections 3.4 and 8.3).
Packaging types are subdivided into hermetic (ceramic, cerdip, metal can)
- and nonhermetic (plastic) packages. Hermetic packages should be preferred in
£ applications with high humidity or in corrosive ambients, in any case if moisture
- condensation occurs on the package surface. Compared to plastic packages they
offer lower thermal resistance between chip and case (Table 5.2}, but are more
expensive and sensitive to damage (microcracks) caused by inappropriate handling
(mechanical shocks during testing or PCB production). Plastic packages are
inexpensive, less sensitive to thermal or mechanical damage, but are permeable to
- moisture {other problems related to epoxy, such as ionic contamination and low
glass-transition temperature, have been solved). However, better epoxy quality as
well as new glassivation {passivation) based on silicon nitride leads to a much better
i protection against corrosion than formerly (Section 3.2.3, point 8).
If the results of qualification tests are good, the use of ICs in plastic packages
can be allowed if one of the following conditions is satisfied:

I. Continuous operation, relative humidity <70%, noncorrosive or marginally
corrosive environment, junction temperature <100°C, and equipment useful life
less than 10 years.

2. Intermittent operation, relative humidity <60%, noncorrosive environment, no
moisture condensation on the package, junction temperature <100°C, and
equipment useful life less than 10 years.

For ICs with silicon nitride glassivation (passivation), the conditions stated in
Paint 1 above should also apply for the case of intermittent operation.
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Table 3.2 Basic technological properties of electronic components

+ Thermistors
{PTC,NTC)

250k, medium A (2 to 4 FIT)

Component Technology, Characteristics Sensitive 1o Application

Fixed resistors

o Carban film | A layer of carbon film deposited at high Low power (<1W),
temperature on ceramic rods, 5% usnal; Ef:i’;fgfmmm’ maderate
medium TC; relatively low drift (-1 to frequenc £e, temperatures
+4%}); failure modes: opens, drift, rarely (r:% 0 MEIZ) (<85°C) and
shorts; high noise; | Q to 22 MQ; low & oisture ’ frequencies
(0.2 w0 0.4 FIT) (< 50MHz)

+ Metal film  |Evaporated NiCr film depesited on Low power
aluminum oxide cerarmic; 5% usual, {£ 0.5W), high
low TC; low drift (+1%); failure modes: z.fx}l:emperature. accuracy and
opens, drift, rarely shorts; low noise; 1050 ESD I istur,e stability, high freq.
0 24MQ; low A (0.2 FIT) » o (< 500MHz)

s Wire- Usually NiCr wire wound on glass fiber

wound substrate (sometimes ceramic); precision :}t):rd;;;;npcrature, High power, high
(£0.1%) or power (+5%); low TC; failure 'age, stability, low
moedes: opens, rarely shorts between me_chamca]. stress frequency
adjacent windings; low noise; 0.t 1o (Wlfe <23pm), (< 20kHz)
moisture

PTC: Ceramic materials { BaTiO5 or
SrTi05 with metal salts), sintered at high
temperatures showing strong increase of
resistance (107 to 10%) within 50°C;

PTC: Temperature
sensor, overload

(10 to L0OFIT)

medium A (5 to 50 FIT, large values for Current and voltage wm’ et
disk and rod packages) lead, moisture Com. ation
NTC: Rods pressed from metal oxides pens "

. L . control, regulation,
and sintered at high teroperature with large stabilization
nepative TC{TC=1/T% ~~3 1o 6%/°C
at 25°C); failure rate as for PTC

Variable
resistors
v Cermet Metallic glazing (often ruthenium oxide)
potentiomet | deposited as a thick film on ceramic rods Load, current, Should only be
- er,cermet |and fired at about 800°C; usually +10%; | fritting voltage employed when
trimmer poor linearity (5%); medium TC; failuee | (< 1.5V), there is a need for
modes: localized wearout, drift, epens; femperature, adjustment during
relatively high noise (increases with age}; | vibration, operation, fixed
200 10 2M£2; low to medium A (10 to resistors are to be
S0 FIT)
* Wire- ) (T‘UNi or NIQ wire w:'.vund on Ceramic preferred for
wound rings or cylinders (spindle-operated noise, dust, [ .
N s ' calibration during
potentiomet | potentiometers); normally £10%; good | moisture, testing. load
er, wire- linearity (1%}, precision or power; low, | frequency (wire) 1., ab?l,i ty
wound nonlinear TC; low drifi; failure modes: pabri
s s . proportional to the
trimmer localized wearout, opens, relatively low part of the resistor
noise; 100 to 50kL; mediom A used

anode, with manganese dioxide as
electrolyte and a metal case as cathode,

resistance (Zy) of
the el. circuit (new
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Table 3.2 (cont.)
Component Technology, Characteristics Sensitive to Application
Capacitors
+ Plastic Wound capacitors with plastic filtn (K} of . )
(KS, KP, polystyrene (S), polypropylene (P), poly- Vc;ltage stress, Tight capacitance
KT, KC) ethylene-terephthalate (T} or polycarbon- pulse stress (T, C), tolcr‘a_nces. high
ate (C) as dielectric and Al foil; very low tem.perarhlre (8, P), | stability (S, P), low
loss factor (S, P, C): failure modes: shots, moisture” (8, P), | loss (S, P), well-
opens, drift; PF to pF; low 1o medium & cleaning agents {S) |defined temper-
Q210 SFIT) ature coefficient
+ Metailized | Wound capacitors with metallized film High capacitance
plastic (MK} of polypropylene (P}, polyethylene- Voltage stre;s, values, low loss,
{MKP, terephthalate (T), polycarbonate (C) or frequency (T, C, relatively low
MKT, cellulose acetate (U); self-healing; low ). temPeth:m frequencies
MKC, loss factor; failure modes: opens, shorts; (g)’[? cisture (< 20 kHz for
MKLU) nF to uF; low to medium A (2 to SFIT) &0 T, U}
¢ Metallized |Wound capacitors with metallized paper Coupling,
paper (MP, |(MP) and in addition polypropylene film smoothing,
MKYV) as dielectric (MKV); self-healing; low | oxegostressand 1o o (MP),
loss factor; failure modes: shorts, opens, lem_pe rature (MF), oscillator circuits
. X moisture '
drift; Q.1uF to mF; low to medinm A commutation,
(2 to 5HIT) attenuation (MKV)
« Ceramic Often manufactured as multi-layer capaci-
tors with metallized ceramic layers by sin- | Voltage stress, Class 1: high
tering at high temperature with contolled | temperature {even | stability, low loss,
firing process (class 1: €, < 200, class 2. |during soldering) |low aging;
£, 2200); very low loss factor (class 1); moisture”, aging at |class 2: eoupling,
temnperature compensation {class 1); high |high temperature |smoothing,
resonance frequency: failure modes: (class 2) buffering, ete.
shorts, drift, opens; pFto uF; low A (0.3
ta 3 FIT)
+ Tantalum | Manufactured from a porous, oxidized Incorrect polarity, . .
(dry) cylinder {sintered tantalum powder) as voltage stress, AC Relau_v ely high
capacitance per

unit volurne, high
requirements with

polarized; medivm frequency-dependent | types less sensit-
loss factor; failure modes; shorts, opens, |ive), temperature, ra;pect ‘to
drif; 0.14F to mF; medium A frequency (>1kHz), | S DL
(5 to 10 FIT, 20 to 40 FIT for bead) moisture” 2210V

* Aluminum | Wound capacitors with oxidized Al foil | Incorsect polarity | Wery high capacit-

{wet} {anode and dielectric) and conducting (if polarized), ance per unit

electrolyte (cathode); also available with | voliage stress, volume, uncritical
two formed foils (nonpolarized); large, | temperature, applicatons with
frequency and temperature dependent loss | cleaning agent respect to stability,
factor; failure modes: drift, shorts, opens; |(halogen), storage | relafively low
PF to 200 mF; medium to large & time, frequency ambient
{10 to 50 FIT); limited useful life {=1kHz), temperature
(function of temperature and fipple) moisture” (0 to 55°C)
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Table 3.2 ({gont.)
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Table 3.2  (cont.)
Component Technology, Characteristics Sensitive to Application
Digital ICs
* Bipolar Monolithic ICs with bipolar transistors Supply voltage Fast logic
(TTL.ECL, L); important ASTTL  |notae (> 15 | 50 Mg L
(6mW, 2ns, 1,3V) and ALS TTL temperature 500 MHz ) with
(ImW, 3ns, 18V); Voo =45-55V; |(0.5¢V), ESD, rise | uncritical power
Zps <150 for both states; low to and fall times consump, fel, high
medium A (2 to 6 FIT for SSI/MSI, moisture*® , cep. loading,
30 10 300 FIT for LSLVLSI) 8y < 175°C
(< 200°C for SOI)
« MOS Monolithic ICs with MOS iransistors, ESD, noise Memories and
mainly N channel depletion type (formerly [{> 2 V), temper- MICIBPIOCESSOS
also P channel); often TTL compatible atare { 0.4eV ), rise | (up o 40MHz),
and therefore Vpp =4.5- 5.3V (100uW, | and fall times, high source
10ns); very high Z;, ; medium Z,,{1 to |radiation, impedance, low
10kQ); medivm to high 2 (50 to 200 FIT) | moisturc® capacitive loading
» CMOS Monalithic ICs with complementary en- Low power
hancement-type MOS transistors; often consumption, high
TTL compatible and therefore Vp,y, = 4.5 |ESD, latch-up, noise immunity,
~5.5V; power consumption ~ f (10uW |temperature relatively low
at 10kHz, Vpp =55V, Cp =15pF);, |(0.4¢V), riseand | TToquency
fast CMOS (HCMOS, HCT) for 210 6V | fall Gmes. noise | e e CMOS,
with 6nsat SVand 20uW at 10kHz: [ (>04Vpp), SOMHz HCMOS),
large static noise immunity (0.4 Vpp) moisture high slca urce tmped-
very high Zj,; modiumn Z,,, (05 1o foad, 0, < 175°C
5k0Q); low mwmedium A (2 to 6FIT for forrimet;o:ics- '
SSUMSL, 20 to 200 FIT for LSVVLST) <125°C
¢ BiCMOS Monolithic ICs with bipolar and CMOS similar to CMOS
devices; trend to 2V supplies; combine | . .
the advantages of both bipolar and CMOS similar to CMOS bﬁit(;fcsgcfg up to
technologies 1GHz
Analog ICs
. Operg.tional Monolithic ICs with bipolar and/or FET | Temperature Signal processing.
amplifiers, | transistors for processing analog signals | (0.6eV ), input voltage reg., low fo
comparators, | (operational amplifiers, special amplifiers, | voltage, load medium power
voltage comparatars, voltage regulators, tc.); up |cwrent, moisture™ | CONSUIMP. (allow
regulators, |[to about 200 transistors; often in metal for £20% drift),
elc. packages; medium to high A Hy <113°C
© to 300HIT) (< 125°C forlow
power)
Hybrid ICs
. 'I'I}J'ck film, ) Combination of chip components (ICs, Manufacturing Compact and
thin film transistors, diodes, capacitors) on a thick | quality, reliable devices for
film (5 - 20wm) or thin film temperature, avianics,
(0._2 ~ 0.4 um ) substrate with deposited mechanical stress, insrmme,mation
resistors and connections: substrate area | moisture” etc. (allow for '
upto 10em?; medinm to high A (usually +20% drift)

determined by the chip components)

Component Technology. Characteristics Sensitive to Application
Dindes (Si)
¢ General PN junction produced from high purity Si Forward current, | Signal diodes
purpose by diffusion or allaying; function based | reverse voitage, (analog, switch),
on the recombination of mincrity camiers | temperature, rectifier, fast
in the depletion regions; failure modes: | transients, switching dicdes
shorts, opens, drift; low A (1 to 2 FIT for |moisture” {Schottky,
6; =40°C, 10 FIT for rectif, B ; = 100°C) avalanche)
» Zener Heavily doped PN junction (charge carrisr
generation in strong electric field and
rapid increase of the reverse current at low Level control,
reverse voltages); failure modes: opens, Load, temperature, | voltage reference
dnift, shorts; 1 ow 1o medium A (210 4 FIT | moisture”™ (allow for +5%
for voltage regulators {6 = 40°C), 2010 drift}
100 FIT for voltage ref. (8 =100°C)
Transistors
+ Bipolar PNP or NPN junctions manufactured using | Load, temperature, Swilch, amplifier,
planar technology (diffusion or ion breakdown voltage | power stage (allow
implantation); failure modes: shorts, {VBCEOQ, for +20% drift,
opens, thermal fatigue for power VBERO), +500% for ICBO)
transistors; low to medium A (2 w 4 FIT moisture”
for 85 = 40°C, 20 to 40 FIT for power
transistors and 0 ; = 100°C)
* FET Voltage controlled semiconductor
resistance, with control via diode (JFET)
or isolated layer (MOSFET): function Switch {MOS) and
based on majority carries ranspart; N or P2 PPN |amplifier (FET)
. i wn voltage, N .
channel: depletion or enhancement type ESD. radiation for high-resistance
(MOSFET), failure medes: shorts, opens, A " circuits {atlow for
drift; medium A (3 to 10 FIT for moisture +20% drift)
Oy = 40°C, 30 1o 60 FIT for power
transistors and 8 =100°C)
Controlled | NPNP junctions with lightly doped innex
rectifiers zones (P, N), which can be triggered by a | Temperature, Coatrolied
(Thyristors, control pulse (thyristar), or a special reverse voltage, rectifier,
triacs) antiparallel circnit consisting of two rate of rise of overvoltage and
thyristors with a single firing circuit voltage or curtent, |overcurrent
(trac); failure modes: drift, shons, opens; commutation protection {allow
large A (25 to 100 FIT for 8, =100°C) effects, moisture” | for £20% drift)
Opto- Elecirical/optical or optical/electrical con-
semiconductors | verter made with photosensitive semicon-
(LED, IRED, |ductor components; transmuitier {LED, Temperature, Displays, sensors,
photo-sensitive | IRED, laser diode etc.), receiver (photo- galvanic
N . ! current stress, ESD, . .
devices, opto- | resistor, photo-transistor, solar cells etc.), moisture® separation, noise
couplers, etc.) |opto-coupler, displays; failure modes; mechanica;l siress rejection {allow for
opens, drift, shorts; medivm to large A (2 $30% drift)
to 100 FIT, 5¢+/no, of pixels for LCD);
limited vsefu! life

ESD = eiecurostatic discharge, TC = temperature cocfficient, A in 10-Fh~T (FIT) for 8, = 40°C,

ng=11ng=1,

nonhermetic packages
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3.1.4 Manufacturing Quality

The quality of manufacture has a significant influence on electronic compenent
reliability. However, information about global defective probabilities or agreed
AQL values (also zero defects) are not sufficient to monitor the reliahility level
(AQL is nothing more than an agreed upper limit of the defective probability,
generally at a risk o =10%, see Section 7.1.3). Information about changes in the
defective probability and the results of the corresponding Sfault analysis are
jmportant, For this, a direct feedback to the component manufacturer is generally
more useful than an agreement on an AQL, value.

3.1.5 Long-Term Behavior of Performance Parameters

The long-term stability of performance parameters is an important selection criterion
for electronic components, allowing differentiation between good and poor
manufacturers (Fig. 3.2). Verification of this behavior is generally undertaken with
accelerated reliability tests (trends are often enough for many practical applications).

3.1.6 Reliability

The reliability of an electronic component can often be specified by its failure rate A

Failure rate figures obtained from field data are valid if intrinsic failures can be
separated from extrinsic ones, those figures given by component manufacturers are
useful if computed with appropriate values for the global activation energy
(0.4 10 0.6eV for ICs) and confidence level (> 60% wo sided or > 80% one sided,
see Section 7.1.1). Moreover, besides the numerical value of A, the influence of the
stress factor § is important as a selection criteria.

Performance parameter [%]
fair unstable
\L / good
100 %
bad
t
0

Figure 3.2 Long-erm behavior of performance parameters

-
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3.2 Qualification Tests for Complex
Electronic Components

The purpese of a gualification test is to verify the suitability of a given item
{material, component, assembly, equipment, system) for a stated application,
Qualification tests are often a part of a release procedure. For instance, prototype
release for a manufacturer and release for acceptance in a Qualified Part List (QPL})
for a user. Such a test is generally necessary for new technologies or after imporiant
redesigns or changes in production processes. Additionally, petiodic requalification
of critical parameters is often necessary to monitor quality and reliability.

Electronic component qualification tests cover characterization, environmental
and special tests, as well as reliability tests. They must be supported by intensive
failure analysis to investigate relevant failure mechanisms. For a user, such a
qualification test must consider:

1. Range of validity, narrow enough to be representative, but sufficiently large
to cover the company needs ard to repay test costs.

Characlerization, to investigate the electrical performance parameters.
Environmental and special tests, to check technology limits.

Reliability tests, to gain information on the failure rate.

Failure analysis, to detect failure causes and investigate failure mechanisms.
Supply conditions, to define cost, delivery schedules, second sources, ete.

Final report and feedback to the manufacturer.

A I

The extent of the above steps depends on the imporiance of the component being
considered, the effect (consequence) of its failure in an equipment or system, and the
experience previously gained with similar components and with the same manu-
facturer. National and international activities are moving toward agreements which
should make a qualification test by the user unnecessary for many components [3.5,
3.17]. Procedures for environmental tests are often given in standards [3.9, 3.11].

A comprehensive qualification test procedure for ICs in plastic packages is
given in Fig. 3.3. One recognizes the major steps (characterization, environmentat
tests, reliability tests, and failure analysis) of the above list, Environmental tests
cover the thermal, climatic, and mechanical stresses expected in the application
under consideration. The number of devices required for the reliability tests should
be determined in order to expeer 3 1o 6 failures during burn-in. The procedure of
Fig. 3.3 has been applied with the device-specific extensions (for instance data
retention and programming cycles for nonvolatile memories, or modifications
becanse of ceramic packages) to 12 memories each with 2 to 4 manufacturers for
comparative investigations (3.2 (1993), 3.7, 3.15]. The cost for a qualification test
based on Fig. 3.3 for 2 manufacturers (comparative studies) lies between
US$ 30,000 and 60,000.
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3.2.1 Electrical Test of Complex ICs

Electrical test of VLSI ICs is performed according to the following three steps:

1. Continuity test.
2. Functional and dynamic test (AC).
3. Test of DC parameters.

The continuity test checks whether every pin is connected to the chip. It consists in
forcing a prescribed current (100 QA ) into one pin after another (with all other pins
grounded) and measuring the resulting voltage. For inputs with protection diodes
and for normal outputs this voltage should lie between 0.1 and -1.5V.

The functional test is performed together with the verification of the dynamic
parameters. Figure 3.4 shows the principle of this fest. The generator in Fig. 3.4
delivers one row after another of the zruth table (or part of it) which has to be
verified, with a frequency f,. For a 40-pin IC, these are 40-bit words. Of these
binary words, called test vectors, the inputs are applied to the device under test
(DUT) and the expected outputs to a logical comparator. The actual outputs from
the DUT and the expected outputs are compared at a time point selected with high
accuracy by a strobe. Modern VLSI automatic test equipment (ATE) has test
frequencies f, up to 600MHz and an overall precision of about 200ps (resolution
better than 30ps). In a VLSI ATE not only the strobe but other pulses can be
varied over a wide range. The dynamic parameters can be verified in this way.
However, the direct measurement of a time delay or of a rise time is in general time
consumning. The main problem with the functional test is that it is not possible to
verify all the states and state sequences of a VLSI IC. To see this, consider for
example that for an nx1 ceil memory there are 27 states and n! possible
address sequences, the corresponding fruth table would contain 27-n! rows,
giving more than 10190 for n=64. The procedure used in practical applications
takes into account one or more of the following:

» partitioning the device into modules and testing each of them separately,

» finding out regularities in the truth table or given by technological properties,

+ limiting the test to the part of the truth table which is important for the
application under consideration.

] Expected output *
Test vector Input l{.'_)[lé)T Ourput cULDg‘ca]wt Result

I }

1L 3 ns strobe, delayed by the specificd propagetion time

Figure 3.4 Principle of functional and AC testing for LST and VLSI ICs
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Sample
(240 ICs)
I I
Characterisation Environmental and Speciul Tests Reliability Tests
{20 ICs) {66 ICs) (n =154 [Cs)
l (361Cs) | (ICs)
(20 ICs) {2ICs) ; (18 1Cs) I (73 ICs)
Dl? characterization Internal visual inspection High temperawre siorage Sermening
{histograms at -53, 0, (refe ICs) (168 h at 150°C)", (e.g. MIL-STD R83 elasy
25, 70 and 125°C) elecir. test at 0, 16, 24 and B without intemal visual
168 b at 70°C inspection}

o (31Cs) A1CK
(20HCs) {2105} F
AC characlerization Glassivaticn ' (151Cs) 150108
]

(histograms and I »f [Thermal cycko .
shmoo-plos ar —$5, 0, (2000 _63’;5 sry 2000 h burn-in at 125°C,
25,70 and 125°C) clectr. test ot 0. 1000, 2000 clecir. test at 0, 16, 64,
T 21Cs) s a T 250, 1000 and 2000 h
Solderability Cyeles a at 70°C, failure analysis
B1Cs) | ©1Cs) at 16, 64,250, 1000 and
2000 h
{121Cs) (6 1Cs)
B5/85 test (2000 h at
(45 1Cs) 85°C, 85% RH, (13 ICs)
Rlectrostatic Discharge Voe=T V), elect. test at
(ESD) at 500, 1000, 0, 500, 1000, 2000 h at
2000 V, until Vg and at F0°C, failure analysis at
Vgp—250 V {(HBM}, cl. 500, 1000, 2000 § {recov-
iest before and efter stress lery 1-2 h, electr. test
(inel. leak. currents) within £ h after recovery)
[ i [ (21Cs)

asicsy ¥ (121C) ¢ [—JL’

‘Technological and special 120/85 rest {408 h** at
investigations 120°C, B5% RH, V. =

« Latch-up (for CMDS) 5.5 V), electr, tes at 0,

* Hot carriers 06, 192, 408 h** a1 70°C,
* Diclectric ivcakdown failure analysis st 192,

» Electromigration 408 h*™ (recovery 1-2 h,
= Soft eerors clectr. test within 8 h

+ Data retention (memorics) afits recovery)

Figure 3.3 Qualification test procedure for complex ICs in plastic packages (indusmial
application, nonnjal environmental conditions, 3 to 6 expected failures during the reliability test,
iLe A‘l; =2-107°h7", RH = relative humidity): "150°C by Epoxy resin and 175°C by Silicon
wsin, ~ 1000h by Si3Ny glassivation
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The above limitations lead to the question of the fest coverage, i.e. the percentage of
faults which are detected by the test. A precise answer to this question can only be
given in some particular cases, because information about the faults which really
appear in a given IC is often lacking. Fault models, such as stuck-at-zero, stuck-at-
one, or bridging are useful for PCB’s testing, but generally of limited utility for test
engineers at the component level.

The verification of DC parameters is simple. 1t is performed according to the
manufacturer's specifications without restrictions (apart from very low input
currents). For this purpose a precision measurement unit (PMU) is used to force
a current and measure a voltage (Vo , Vpr.etc.) or to force a voltage and measuse
a current { I;g, Iy, etc.). Before each step, the IC inpuls and outputs are brought
to the logical state necessary for the measurement.

For VLSI ICs, the electrical test should be performed at 70°C or at the highest
specified operating temperature.

3.2.2 Characterization of Complex ICs

Characterization is a parametric, experimental analysis of the electrical properties
of a given IC. Its purpose is to investigate the influence of different operating
conditions such as supply voltage, temperature, frequency, and logic levels on the
IC's behavior and to deliver a cost-effective test program for incoming inspection.
For this reason a characterization is performed at 3 to 5 different temperatures and
with a large number of different patterns.

o101 11|11 1|L0 0l o
tlot1]o 11 ] 1m0 0| im0 |0
pi1]|0]1 olololo oloiimo
vlol1le oflolojol wolo]o 1+
Checkerboard March Diagonal
0,70
] 1} Iul 0 0 0 ;{-0}4 0 Q- Q2 % 0,
{1 —. — -
o 6T1 1o dlol11o 0 1 30
—4 TR ~ by §P /}.,.
i %
olo (‘oo o|ofo]o 0-40/) ‘]
ojololeoD 0| o \0 0 040 a(u o
Surround Butterfly Calloping one

Figure 3.5 Test patterns for memories (see Table 3.3 for pattern sensitivity)

-
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Table 3.3 Effectivity of various test patterns for detecting faults in SRAMs and approximate test
times for a 100ns 128 K x8 SRAM {tests on a Sentry $50, scrambling table with IDS5000 EBT)

Functional Dyn. parameters Number of | Approx. test time[s}
Test pattern D,HS,0 ¢* A RA c* test steps bit addr. | word addr.
Checkerboard fair poor — — 4n 0.05
March good poor poor — 5n — 0.06
Diagonal good fair poor poor 10n 1 0.13
Surround good good fair fair 26n-164n 27 0.34
Butterfly good | good | good fair 8ndiZ42n | B-10%) 38
Galloping one good | good good good 4n2 160 | 4105 | 7109

A=addressing, C=cap.covpling, Dfdccodcr. H=stuck atﬁ orat 1, G =open, 5§ =short,
RA = read amplifier recovery time, pattem dependent,  pattern and level dependent

Referring to the functional and AC measurements, Figure 3.5 shows some basic
patterns for memories. For the patterns of Fig. 3.5, Table 3.3 gives a qualitative
indication of the corresponding pattern sensitivity for static random access
memories (SRAMs), and the approximate test time for a 128K x8 SRAM.
Quantitative evaluation of pattern sensitivity or of test coverage is seldom possible,
in general, because of the limited validity of the models for faults available
(Sections 4.2.1 and 5.2.2). As shown in Table 3.3, test time strongly depends on the
pattern selected, As test times greater than 10s per pattern are also long in the
context of a characterization (the same pattern will be repeated several thousands
times, see e.g. Fig. 3.6), development of efficient test patterns is thus mandatory
[3.2 (1989), 3.7, 3.15, 3.18]. For such investigations, knowledge of the relationship
between address and physical location (scrambling) of the corresponding cell on the
¢hip is important. If design information is not available, an electron beam tester
(EBT) can often be used to establish the scrambling table. _ _

An important evaluation tool during a characterization of complex ICs is the
shmoo plot. It is the tepresentation in an x/y-diagram of the operating region of
an IC as a function of two parameters. As an example, Fig. 3.6 gives the shmoo
plots for 14 versus Voo of 2 128K %8 SRAM for two patterns and two ambient
temperatures [3.7]. To obtain the results shown in Fig. 3.6, the corresponding
test pattern has been performed about 4000 times (2x29x61), each with a
different combination of Vo and 1,. If no fault is detected, an x or a « is plotied
(defective cells are generally retested once, to confirm the fault). As shown in Fig.
3.6, a small (probably capacitive) conpling between nearby cells exists for this
device, as a butterfly pattern is more sensitive than the diagonal pattem to this kind
of fault. Statistical evaluation of shmoo plots is often done with composite shmoo-
plots in which each record is labeled O through 9 (in 10% steps).
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Table 3.4 DC parameters for a 40 pin CMOS ASIC with Schmitt trigger itputs (20 ICs)

25°C 0°C

Voo 12v | 15v | v | 12v | sv | By
min | 310 | 410 | 560 | 260 | 340 | 470

Ipp (BA) mean| 331 | 435 | 58 | 270 | 358 | 504
max | 340 | 450 | 630 | 290 | 390 | 540

Vo (V) min | 1104 | 1416 | 1724 | 1096 | 1412 | 1716
(I =24mA} mean| 1114 | 1425 | 1732 | 1103 | 1415 | 174
max | 1120 | 1433 | 1740 | 1112 | 1420 | 1732

Vor W) mn | 040 | 036 | 032 | 044 | 624 | 032
(Jop=24mA) meanj 047 | 042 | 038 | 052 | 045 | 041
max | 052 | 044 | 044 | 060 | 052 | 048

min | 265 | 319 | 380 | 270 | 319 | 379

Vi (V) mean| 276 | 333 | 397 | 275 | 332 | 303
max | 285 | 344 | 409 | 285 | 344 | 404

From the above example one recognizes that in general only a small part of the
possible states and state sequences can be tested. The definition of appropriate
test patterns must thus pay attention to the specific device, its technology and
regularities in the truth table, as well as to information about its application and
experience with similar devices. A close cooperation between the test engineer
and the user, and also if possible with the device designer and manufacturer, can
help to reduce the amount of testing.

Measurement of DC parameters presents no difficulties for digital ICs (apart
from small input currents in the pA range). Input and output pins are brought to
the desired logic states and then a Precision Measurement Unit (PMU) is used to
force a current and measure a voltage (Vpg, Vor. Viv etc.), or conversely to force
a voltage and measure a current (Ipp, fon, Ior. Iy, In etc.). Table 3.4 gives
as an example some results for an application specific CMOS-IC (ASIC) with
Schmitt-trigger inputs.

3.2.3 Environmental and Special Tests of Complex ICs

The aim of environmental and special tests is to submit a given IC to stresses which
can be more severe than those encountered in field operation, in order to investigate
technological limits and failure mechanisms. Such tests are often destructive,
A failure analysis after each stress is important to evaluate failure mechanisms and
to detect degradation (Section 3.3). The type and extent of environmental and

“
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Figure 3.6 Shmoo plots of a 100ns 128K x 8 SRAM for test patterns a) Diagonal and b} Butterfly
at two ambient temperatares 0°C ( =} and 70°C (x)

speciat tests depend on the intended application (for Fig. 3.3, Gr according to
Table 2.3) and on the specific characteristics of the component considered. The
following is a description of the environmental and special tests given in Fig. 3.3:

1, internal Visual Inspection: Two ICs are inspected and then kept as a reference
for comparative investigation {check for damage after stresses). Before opening
(using wet chemical or plasma etching), the ICs are x-rayed to locate the chip
and to detect irregularities (package, bonding, die attach, etc.) or impurities.
After opening, inspection is made with optical microscopes (conventional up to
x1,000 andfor stereo up to x100). Improper placement of bonds, excessive
height and looping of the bonding wires, contamination, etching, or
metallization defects can be seen. Many of these deficiencies often have only a
marginal effect on the reliability. Figure 3.7a shows a limiting case {mask
misalignment). Figure 3.7b shows voids in the metallization of 2 1M DRAM.

2. Glassivation Test: Glassivation (passivation) is the protective coating, usually
silicon dioxide (PSG) andfor silicon nitride, placed on the entire (die) surface.
For ICs in plastic packages it should ideally be free from cracks and pinkoles.
To check this, the chip is immersed for about Smin in a 50°C warm mixture of
nitric and phosphoric acid and then inspected with an optical microscope {(e.g. as
in MIL-STD-883 method 2021). Cracks occur in a silicon dioxide glassivation if
the content of phosphorus is <2%. However, more than 4% phosphorus
activates the formation of phosphoric acid. Recently, silicon nitride (often
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together with silicon dioxide in separate layers) glassivation has been intro-
duced. Such a glassivation shows much more resistance 10 the penetration of
moisture (see humidity tests in Point 8) and of ionic contamination.

3. Solderability: Solderability of tinned pins should no longer constitute a problem
today, except after a very long storage time in a non-protected ambient or after a
Jong burn-in or high-temperature storage. However, problems can arise with
gold or silver plated pins, see Section 5.1.5.4. The solderability test is
performed according to established standards (e.g. IEC 60068-2 or MIL-STD-883,
(3.9, 3.11]) after the applicable conditioning, generally using the solder bath or
the meniscograph method.

4. Electrostatic Discharge (ESDy: Electrostatic discharges during handling, assem-
bling, and testing of clectronic components and populated printed circuit boards
(PCBs) can destroy or damage sensitive components, particularly semiconductor
devices. All ICs families are sensitive to ESD. Such devices have in general
protection circuits, passive and more recently active {better protection by a
factor 2). To determine the ESD immunity, ie. the voltage value at which
damage occurs, different pulse shapes (models) and procedures to perform the
test exist. For semiconductor devices, the human body model (HBM) and the
charged device model (CDM) are the most widely used (the CDM seems to apply
better than the HBM in reproducing some of the damage observed in field
applications, see Section 5.1.4 for further details). Based on the experiences
gained in qualifying 12 memory types according to Fig. 3.3 [3.2 (1993), 3.7] the
following procedure can be suggested for the HBM:

(iy 9 ICs divided into 3 equal groups are tested at 500, 1000, and 2000V,
respectively. Taking note of the results obtained during these preliminary
tests, 3 new ICs are stressed with steps of 250V up to the voltage at which
damage occurs { Vggp). 3 further ICs are then tested at Vgsp 250V to
confirm that no damage occurs.

(ii) The test consists of 3 positive and 3 negative pulses applied to each pin
within 30s. Pulses are generated by discharging a 100pF capacitor through
a 1.5kQ resistor placed in series to the capacitor (HBM), with wiring
inductance <10pH. Pulses arc between pin and ground, unused pins are
left open.

(iii) Before and after each test, leakage currents (when possible with the limits
+1pA for open and £200nA for short) and all elecirical characteristics are
measured (clectrical test as after any other environmental test).

Experience shows that an electrostatic discharge often occurs between 1000 and
3000V. The model parameters of 100pF and 1.5k€2 for the HBM are average
values measured with humans (80 to 500pF, 50 to 5000Q, 2 kV on synthetic
floor and 0.8kV on a antistatic floor with a relative humidity of about 50%).
Measures to protect against ESD are discussed in Section 5.1.4.
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a) Alignment error at a contact window d) Silver dendrites near an Au bond batl
(SEM, x10,000) (SEM, »800)

b) Opens in the metallization of a 1 M DRAM e}. Electromigration in a 16K Schottky TTL
bit line, due to particles present during the PROM after 7 years field operation
photolithographic process (SEM, x 2,500} (SEM, x500)

¢) Cross section through two trench-capacitor f) Bondwire damage {delamination) in a
cetls of a 4M DRAM (SEM, x35,000) plastic-packaged device after 500 x-50/
+150°C thermal cycles (SEM, »500)

Figure 3.7  Failure analyses on ICs  (Reliability Laboratory at the ETH Zurich)
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S. Technological Charucterization: Technological investigations are performed o
check technological and process parameters with respect to adequacy and
maturity. The extent of these investigations can range from a simple check (see
Fig. 3.7c for an example) to a comprehensive analysis, because of detected
weaknesses (¢.g. misalignment, cracks, hidden particies, etc.). Investigations on
technological characterizations are in progress, e.g. {3.31 to 3.65, 3.71 to 3.88].
The following is a short description of the most important technological
characterization methods:

Latch-up is a condition in which an IC latches into a nonoperative state
drawing an excessive current (often a short between power supply and
groond), and can only be returned to an operating condition through removal
and reapplication of the power supply. It is typical for CMOS structures, but
can also occur in other technologies where a PNPN structure appears. Latch-
up is primarily induced by voltage overstresses (on signals or on power supply
tines) or by radiation, Modern devices often have a relatively high latch-up
immunity (up to 200mA injection current). A verification of laich-up sensitiv-
ity can become necessary for some special devices (ASICs for example).
Latch-up tests stimulate voltage overstresses on signal and power supply lines
as well as power-on/power-off sequences. - :

FHot Carriers arise in micron and submicron MOSFETs as a conscquence of the
high.electric fields (10* to 10° V/em ) in transistor channels. Carriers may gain
sufficient kinetic energy (some eV, compared to 0.02eV in thermal

. equilibrium} to surmount the potential barriér at the oxide interface. The

injection of carriers into the gate oxide is generally followed by electron-hole
pairs creation by impact jonization in the channel (phonon or lattice impurity),
and causes an increasing degradation of the transistor parameters, in particular
an increase with time of the threshold voltage Vg which can be measured in
NMOS transistors. Effects on VLSI and ULSI-ICs are an increase of switching
times (access times in RAMs for example), possible data retention problems

‘(soft writing in EPROMSs) and in general an increase of noise. Degradation

thréugh hot carriers is accelerated by increasing the drain voltage and lowering

the temperature (negative activation energy of about =0.03eV). The test is

generally performed under dynamic conditions, at high power supply voltages

. (7t 9V) and at low temperatures (-20 to -70°C).

Time-Dependent Dielectric Breakdown occurs in thin gate oxide layers
(< 100nm) as a result of very high electric fields (up to 10 TVicm). Voltage
stress on dielectric thin layers causes a continuous carrier injection (Fowler-
Nordheim tunneling, hot carriers, etc.) into the isolation layer. As soon as the
critical threshold is reached, breakdown takes place (often suddenly). The
effects of gate oxide breakdowns are increased leakage currents or shorts
between gate and substrate. The development in time of this failure
mechanism depends on the oxide defects and process parameters. Particularly
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sensitive are memories 24M. An Arhenius model with activation energy
E, =0.3eV can be used for the temperature, while for the voltage an
exponential relationship is possible (the time dependence is considered by
assuming a lognormal distribution of the failure-free operating time). Time-
dependent dielectric breakdown tests are generally performed on special test
structures (often capacitors).
Electromigration is the migration of metal atoms, and also of 5i at the Al/Si
interface, as a result of very high current densities, see Fig. 3.7¢ for an example
of a 16K TTL PROM after 7 years of field operation. Earlier limited to ECL,
electromigration also occurs today with other technologies (because of scal-
ing). The median t5q of the failure-free operating time as a function of the
current density and temperature can be obtained from the empirical model
given by Black [3.44], t5y=Bj"eEa/ kT, where E, =0.55eV for pure Al
{0.75eV for Al-Cu alloy), n=2, and B is a process-dependent constant.
Electromigration tests are generally performed at wafer level on test structures.
Measures to avoid electromigration are the optimization of grain structure
(bamboo structures), the use of Al-Cu alloys for the metallization and of
compressive glassivations, as well as the introduction of multilayer
metallizations.
Soft errors can be caused by the process or the chip design, as well as by
process deviations, Key parameters are MOSFET threshold voltages, oxide
thickness, doping concentrations, and line resistances. If for instance the post-
implant of a silicon layer has been improperly designed, its conductivity might
become too low. In this case, the word lines of a DRAM could suffer from
signal reductions and at the end of the word line soft errors could be observed
on some cells. As a further example, if logical circuits with different signal
levels are unshielded and arranged close to the border of a cell array, stray
coupling may destroy the information of cells located close to the circnit (chip
design problem). Finally, process deviations can cause soft errors. For
instance, signal levels can be degraded when metal lines are locally reduced to
less than half of their width by the influence of dirt particles. The
characterization of soft errors is difficult in general. At the chip level, an
electron beam tester ailows the measurement of signals within the chip
circuitry. At the wafer level, single test structures located in the space between
the chips (kerf) can be used to measure and characterize important parameters
independently of the chip circuitry. These structures can usually be contacted
by needles, so that a well-equipped bench setup with high-resolution I-V and
C-V measurement instrumentation would be a suitable characterization tool.
Data Retention and Program/Erase Cycles are important for nonvolatile
memories (EPROM, EEPROM, FLASH). A test for data retention generally
consists of storage (bake) at high temperature (2000h at 125°C for plastic
packages and 500h at 250°C for ceramic packages) with an electrical test at
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70°C at 0, 250, 500, 1000, and 2000h (often using a checkerboard pattern with
measurement of ¢4, and of the margin voltage). A careful experimental
investigation of EPROM data retention at temperatures higher than 250°C has
shown a large deviation from the charge loss predicted by the thermionic
model for temperatures higher than 300°C (about a factor 10 greater loss at
400°C [3.7]). Typical values for program/erase cycles during a qualification
test are 100 for EPROMs and 10,000 for EEPROMs and Flash memories.

6. High-Temperature Storage: The purpose of high-temperature storage is the

stabilization of thermodynamic equiiibrivm, and thus of the IC's electrical
parameters. Failure mechanisms related to surface problems (contamination,
oxidation, contacts, charge induced failures) are in particular activated.
To perform the test, the ICs are placed on a metal tray (pins on the tray to avoid
thermal voltage stresses) in an oven at 150°C for 200h. Should solderability
be a problem, a protective atmosphere (N») can be used. Experience shows
that for a mature technology {(design and production processes}, high
temperature storage produces only a few failures (see also Section 8.2.2).

. Thermal Cycles: The purpose of thermal cycles is to test the [C's ability to
support rapid temperature changes. This activates failure mechanisms related
to mechanical stresses caused by mismatch in the expansion coefficients of the
materials used, as well as wearout because of fatigue, see Fig. 3.7f for an
example. Thermal cycles are generally performed from air to air in a two-
chamber oven (transfer from low to high temperature chamber and vice versa
using a lift). To perform the test, the ICs are placed on a metal tray (pin on
the tray to avoid thermal voltage stresses) and subjected to 2,000 thermal
cycles from.—65 to +150°C. Dwell time at the temperature extremes should be
2 10min (after thermal equilibrium of the IC has been reached within 1+ 5°C),
transition time less than 1min. Should solderability be a problem, a protective
atmosphere (N4 ) can be used. Experience shows that for a mature technology
(design and production processes), failures should not appear before several
thousand thermal cycles (lower figures, for power devices).

. Humidiry or Damp Hear Test, 85/85 and pressure cooker: The aim of humidity
tests is to investigate the influence of moisture on the chip surface, in particular
corrosion. The following two procedures are often used:

(i) Atmospheric pressure, 85+ 2°C and 851 5% rel. humidity (85/85 Tess) for
168 to 5,000h.

(ii) Pressurized steam, 110 +2°C or 120+ 2°C or 130+£2°C and 85+ 5% rel.
humidity {pressure-cooker test or highly accelerated stress test (HAST)) for
24 to 408h (1,000h for silicon nitride glassivation).

In both cases, a voltage bias is applied during exposure in such a way that power

consumption is as low as possible, while the voltage is kept as high as possible

(reverse bias with adjacent metallization lines alternatively polarized high and
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low, 1h on/ 3h off intermittently if power consumption is greater than 0.01W ),
For a detailed procedure one may refer to IEC 60749 {3.9]. In the procedure of
Fig. 3.3, both 85/85 and HAST tests are performed in order to correlate results
and establish (empirically) a conversion factor, Of great importance for
applications is the relation between the failure rates at elevated temperature and
humidity (e.g. 85/85 or 120/85) and at field operating condi-tions (e.g. 35/60).
A large number of models have been proposed in the literature to empirically fit
the acceleration factor A associated with the 85/85 test

mean time to failure at 85/83 (€, / RH,)

= . (3.1
mean time to failure at lower stress (&, / RH;)
The most important of these models are
E 11 -

a= s e (32)
RH,

A = E,[C{8,—0))+C, (RH, - RHY)] (3.3)
E, 1 1
Ba( __y4C,(RHE - RHY)]

Ace kg g SEETEDL (3.4)
E, 1 1 1 1
Fa Oy (= ——

A:g[k(Tl Tz)+ 4(RHI RHZ)], (3.5)
1 E,(RH)) E,(RiH;}
S(malfR) Pal )y (RH, - RH))]

A=k T T U 3.6)

In Egs. (3.2) to (3.6), E, is the activation energy, k the Boltzmann constant
(8.6-10-5eV/K), 8 the temperature in °C, T the absolute temperature (K}, RH
the relative humidity, and Cj o C, are constants. Equations (3.2) to (3.6)
are based on the Eyring model (Eq. (7.59)), the influence of the temperature
and the humidity is multiplicative in Egs. (3.3} to (3.5). Eq. (3.2) has the same
structure as in the case of electromigration (Egs. (7.60}, (7.61)). In all models,
the technological parameters (type, thickness, and quality of the glassivation,
kind of epoxy, type of metallization, etc.} appear only indirectly in the activation
energy E; or in the constants € to C,. Relationships for HAST are less known,
because it is not certain that the fuilure mechanisms are not changed. From the
above considerations, 85/85 and HAST tests can be used as accelerated tests to
assess the effect of damp heat combined with bias on ICs, however by accepting
the numerical uncertainty in computing the acceleration factor. As a global
value for the acceleration factor referred to operating field conditions of 35°C
and 60% RH, one can assume for PSG a value between 100 and 150 for the
85/85 test and between 500 and 1,500 for the 120/85 test. To assure 10 years
field operation at 35°C and 60% R, PSG-ICs should thus pass without evident
corrosion damage about 1,000h at 85/85 or 150h at 120/85. Practical results
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[3.7] show that siticon-nitride glassivation offers a much greater resistance to
moisture than PSG (factor of 5 to 10).

Also related to the effects of humidity is metal migration in the presence of reactive
chemicals and voltage bias, leading to the formation of conductive paths (dendrites)
between clectrodes, see an example in Fig. 3.7d. A further problem related to
plastic packaged ICs is that of bonding a gold wire to an aluminum contact surface.
Because of the different interdiffusion constants of gold and aluminum, an
inhomogeneous infermetallic layer (Kirkendall voids) appears at high temperature
and/or in presence of contaminants, considerably reducing the electrical and
mechanical properties of the bond. Voids grow into the gold surface like a plague,
from which the name purple plague derives. Purple plague was an important
reliability problem in the sixties. It propagates exponentially at temperatures greater
than about 180°C. Although almost generally solved (bond temperature, Al-alloy,
metallization thickness, wire diameter, etc.), verification after high temperature
storage and thermal cycles is a part of a qualification test, especially for ASICs and
devices in small-scale production,

Table 3.5 Failure modes of electronic components (indicative distribution in %)

Component Shaorts Opens Dnft Functional

Digital bipotar ICs 50*A 30" — 20
Digital MOS 1Cs 204 60 — 20
Linear ICs — 25+ — 75+
|Bipolar transistors 75 25 — —
[Field effect transisters (FET} 60 10 10 20
Diodes general purpose 50 30 26 —
Zener 20 40 40 —

Thyristors 40 10 — su?
Opioclectronic devices 10 50 10 —
Resistors, fixed =0 60 40 —
Lmishm. variable =0 30 30 40%
ICapacitors foil 50 40 10 —_
ceramic 50 20 30 —

Ta {solid) 60 30 10 —

Al (wet) 30 k1) 40 —

iCails _ 40 40 10 10
Relays 20 — — got
Quartz. crystals — 30 20 -

* input and output half each, 4 short 10 Voo of to GND half each, * no output,
*++ improper vutput, ° fallen off, * localized wearout, 160 fail 10 wip / 40 spurious wip
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3.2.4 Reliability Tests

The aim of a reliability test for electronic components is to obtain information
about the

+» failure rate,
+ long-term behavior of critical parameters,
» effectiveness of screening to be performed at the incoming inspection.

The test consists in general of a dynamic burn-in, with electrical measurements
and failure analyses at appropriate time points (Fig. 3.3), also including some
components which have not failed to check for degradation. The number of devices
under test can be estimated from the predicted failure rate (Section 2.2.4) and the
acceleration factor (Eq. (7.56)) in order to expect 3 to 6 failures during burn-in
{(m=£k/(AAr)). Half of the devices are submitted to a screening {(Section 8.2.2)
in order to better isolate early failures. Stalistical data analyses are given in
Section 7.2 and Appendix A8.

3.3 Failure Modes, Failure Mechanisms, and
Failure Analysis of Electronic Components

3.3.1 Failure Modes of Electronic Components

A failure mode is the symptom (local effect) by which a failure is observed. Typical
failure modes are opens, shorts, drift, or functional faults for electronic components,
and brittle rapture, creep, or cracking for mechanical components. Average values
for the relative frequency of failure modes in electronic components are given in
Table 3.5. From Table 3.5, resistors, crystals, and optoelectronic devices fail
mainly as opens, shorts are more frequent in transistors, diodes, and capacitors,
while functional faults occur mainly in relays, linear ICs, and thyristors. The values
given in Table 3.5 have indicative purpose and have to be supplemented by results
from one’s own experience in qualification tests, field data, or failure analysis.

The different failure modes of zardware, often influenced also by the specific
application, cause difficulties in investigating the effect (consequence) of failure
and thus in the concrete realization of redundancy (series if short, parallel if open).
For critical situations it can become necessary to use guad redundancy (Section
2.3.6). Quad redundancy is the simplest fault tolerant structure which can accept
at least one failure (short or open) of any one of the 4 elements involved in the
redundancy.
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3.3.2 Failure Mechanisms of Electronic Components

A failure mechanism is the physical, chemical, or other process resulting in 2
failure. A large number of failure mechanisms have been investigated in the
literature, e.g. [3.31 to 3.65] and [3.7] to 3.88]). For some of them, appropriate
physical explanations have been found. For many others the models are empirical
and often of limited validity. Evaluation of models for failure mechanisms should
be developed in two steps: (i} verify the physical validity of the model; (it) give its
analytical formulation with the appropriate set of parameters to fir the model 1o the
data. In any case, experimental verification of the model should be performed with
at least a second, independent experiment. The limits of the model should be clearly
indicated, to avoid misuse. The two most important models for discussions on
failure mechanisms, the Arrhenius model and the Eyring model are introduced in
Section 7.4 with accelerated tests (Eqs. (7.56) and (7.58) to (7.59)). Models to
describe the influence of temperature and humidity in damp heat tests are discussed
in Section 3.2.2 (Eqs. (3.2) to (3.6)). Table 3.6 summarizes the most important
failure mechanisms for ICs, specifying influencing factors and the approximate
distribution of the failure mechanisms for plastic-packaged ICs in industrial
applications (G in Table 2.3). The percentage of misuse and mishandling failures
can vary over a large range (20 to 80%) depending on the know-how of the design
engineer using the device as well as on that of the equipment manufacturer and of
the end user. For ULSI-ICs one can expect that the percentage of failure
mechanisms related to oxide breakdown and hor carriers will grow in the future,

3.3.3 Failure Analysis of Electronic Components

The aim of a failure analysis is to investigate the failure mechanisms and find out

the possible failure causes. A procedure for failure analysis of ICs (from a user's

point of view) is shown in Fig. 3.8. It is based on the following steps and can be
terminated as soon as the necessary information has been obtained:

1. Failure detection and description. A carcful description of the failure as
observed in sitn and of the surrounding circumstances (operating conditions of
the IC at the time of occurrence of the failure) is important. Also necessary are
detailed information on the IC itself (type, manufacturer, manufacturing data,
efc.), on the electrical circuit in which it was used, on the operating time, and if
possible on the tests to which the IC was submitted previous to the final use
{evaluation of possible damage, ¢.g. ESD). In a few cases the failure analysis
procedure can be terminated, if evident mishandling or misuse failure can be
confirmed.

2. Nondestructive arnalysis: The nondestructive analysis begins with an external
visual inspection {mechanical damage, cracks, corrosion, bums, overheating, etc),
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Table 3.¢ Basic failure mechanisms of integrated circuits in plastic packages
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108 3 Qualification Tests for Components and Assemblies

followed by an x-ray inspection (evident internal fault or damage), and a careful
electrical test (Section 8.2.1). For ICs in hermetic packages, it can also be
necessary to perform a seal test and if possible a dew-point test. The result of
the nondestructive analysis is a careful description of the external failure mode
and a first information about possible failure causes and failure mechanisms. In
the cases of evident failure causes (mishandling or misuse failure), the failure
analysis procedure can be terminated.

. Semidestructive analysis: The semidestructive analysis begins by opening the
package, mechanically for hermetic packages and with wet chemical (or plasma
etching) for plastic ICs. A careful internal visual check is then performed with
optical microscopes, conventional up to 1000 X or stereo up to 100x. This
evaluation includes opens, shorts, state of the glassivation/passivation, bonding,
damage due to ESD, corrosion, cracks in the metallization, electromigration,
patticles, etc. If the IC is still operating (at least partially), other procedures can
be used to localize more accurately the fault on the die. Among these are the
electron beam tester (EBT or other voltage contrast techniques), liquid crystals
(LC), infrared thermography (IRT), emission microscopy (EMMI}, or one of the
methods to detect irregular recombination centers, like electron beam induced
current (EBIC) or optical beam induced current (OBIC). For further investi-
gations it is then necessary to use a scanning electron microscope (SEM). The
result of the semidestructive analysis is a careful description of the internal
failure mode and first information about possible failure causes and failure
mechanisms. In the case of evident failure causes, the failure analysis procedure
can be terminated.

. Destructive Analysis:. A destructive analysis is performed if the previous
investigations yield unsatisfactory results and there is a realistic chance of
success through further analyses. After removal of the glassivation and other
layers {(as mecessary} an inspection is carried out with a scanning elecrron
microscope supported by a material investigation {e.g. EDX spectrometry).
Analyses are then continued using methods of microanalysis (electron
microprobe, ion probe, diffraction, etc.) and performing microsections. The
destructive analysis is the last possibility to recognize the original failure mode
and the failure mechanisms involved. However, it cannot guarantee success,
even with skilled personnel and suitable analysis equipment.

. Failure mechanism analysis: This step implies a cormrect interpretation of the
results from steps 1 through 4. Additional investigations have to be made in
some cases, but questions related to failure mechanisms can still remain open.
In general, feedback to the manufacturer at this stage is mandatory.

. Corrective actions: Depending on the identified failure causes, appropriate
corrective actions should be started. These have to be discussed with the IC
manufacturer as well as with the equipment designer, manufacturer, or user
depending on the failure causes which have been identified.
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. Failure detection and description

= component identification

* reason/motivation for the analysis
= pperating conditions at failure

* environmental conditions a1 failure

« external visual inspection

* X-ray mMicroscope examination

*» ultrasonic microscope analysis

« electrical test

* high-temperature storage

+ seal test, (possibly also a dew point test)
« some other special tests, as necessary
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2. Nondestructive analysis 1a. Failose cause follows from the

analysis of the conditions at failore
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. Semidestructive analysis

= package opening

= aptical microscope inspection

» failure (fault) localization on the chip
{liquid crystals, microthermography,
electron beam tester, emission
migroscope, OBIC or EBIC)

= preliminary analysis with the scanning
electron microscope (SEM}

2a. Failure cause follows from the
analysis of the external cavses

i

[
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Destructive analysis

« malerial analysis at the surface (EDX)

+ glassivation/passivation removal

+ material analysis (EDX)

= metallization removal

+ SEM examination

 analysis in greater depth (possibly with
micresactions)

3a. Failure cause follows from the
analysis of the internal causes

1

. Failure mechanism analysis

3

. Failure analysis report

l

. Corrective actions (with manufacturer) |

Figure 3.8 Procedure for failure analysis of electronic components (ICs as an example}
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7. Final reporr: All relevant results of the steps 1 to 6 above and the agreed
correcrective actions must be included in a (short and clear) final report.

The failure analysis procedure described in this section for ICs can be adapted to
other components and extended to cover populated printed circuit boards (PCBs) as
well as subassemblies or assemblies.

3.4 Qualification Tests for Electronic Assemblies

As outlined in Section 3.2 for components, gualification tests have the purpose of
verifying the suitability of a given item (electronic assemblies in this section) for a
stated application. Such a qualification involves performance, environmental,
and reliability tests, and has to be supported by a careful failures (fanits) analysis.
To be efficient, it should be performed on prototypes which are representative for
the production line in order to check not only the design but also the production
processes and procedures. Resulls of qualification tests are an important input
to the critical design review (Table A3.3). This section deals with some important
aspects for the gualification tests of electronic assemblies, for instance populated
printed circuit boards (PCBs).

The aim of the performance testis similar to that of the characterization
discussed in Section 3.2.2 for complex ICs. It is an experimental analysis of the
electrical properties of the given assembly, with the purpose of investigating the
influence of the most relevant electrical parameters on the behavior of the assembly
at different ambient temperatures and power supply conditions (see Section 8.3 for
some considerations on electrical tests of PCBs).

Environmental tests have the purpose of submitting the given assembly to
stresses which can be more severe than those encountered in the field, in order to
investigate technological limits and failure mechanisms (see Section 3.2.3 for
complex ICs). The following procedure, based on the experience of a large number
of equipment [3.76], can be recommended for assemblies of standard technology
used in kigh reliability (or safety) applications (total = 10 assemblies):

1. Electrical behavior at extremne temperatuses with functional monitoring, 100h at
—40°C , 0°C, and at +80°C (2 assemblies).

2. 4,000 thermal cycles (—40/+120°C with functional monitoring, < 5°C/min or
> 20°C/min within the components according to the field application, 2 10min
dwell time at —40°C and 2> S5min at +120°C after the thermal equilibrium has
been reached within £ 5°C (> 3 assemnblies, metallographic analysis after 2,000
and 4,000 cycles).

3. Random vibrations at low temp., 1h with 2 to 6g,,,, at ~20°C (2 assemblies).
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4. BEMC and ESD tests (2 assemblies).
5. Humidity tests, 240h 85/85 test (1 assembly).

Experience shows [3.76] that electronic equipment often behaves well even under
extreme environmental conditions {operation at +120°C and —60°C, thermal cycles
—40/+120°C with up to 60°C/min within the components, humidity test 85/83,
cycles of 4h 95/95 followed by 4h at —20°C, random vibrations 20— 500Hz at
4gms and —20°C, ESD/EMC with pulses up to 15kV). However, problems
related to crack propagation in solder joimts appear, and metallographic
investigations on more than 1,000 microsections confirm that cracks in solder joints
are often initiated by production flaws, see Fig. 3.9 for some examples.

Many of the production flaws with inserred components can be avoided and
cause only minor reliability problems. Voids, which make up the major portion of
the solder defects observed, can be eliminated by a better plating of the through-
holes. An optimization of the production process (reduced surface roughness of the
walls, optimized plating parameters) generally solves the problem of voids. Since
even voids up to 50% of the solder volume do not severely reduce the reliability of
solder joints for inserted components, it is preferable to avoid rework. Poor wetting
of the leads or the excessive formatiton of brittle intermetallic layers are major
potential reliability problems for solder joints. These kinds of defects must be
avoided through a better production process.

More critical are surface mount devices (SMD), for which a detectable crack
propagation in solder joints often begins after some few thousand thermal cycles.
Recent extensive investigations {3.79, 3.80, 3.88] show that crack propagtion is
almost independent of pitch, at least down to a pitch of 0.3mm. Experimental
results indicate an increase in the reliability of solder joints of IC's with shrinking
pitches, due to the increasing flexibility of the leads. A new model to describe the
viscoplastic behaviowr of SMT solder joints has been developed in [3.88]. This
model cutlines the strong impact of deformation energy on damage evolution and
assumes that cracks begin in a locally restricted recristallized area within the joint
and propagate in a stripe along the main stress. The faster the deformation rate (the
higher the termal gradient) and the lower the temperature, the faster damage
accumulates in the solder joint. Basically, two different deformation mechanisms
are present, grain boundary sliding at rather low thermal gradient and dislocation
climbing at higher thermal gradient. Hence attention must be paid in defining
environmental and reliability tests or screening procedures for assemblies in SMT
(Section 8.3). In such a test or screening it is mandatory to activate only the failure
mechanism which would also be activated in the field. Because of the elastic
behaviour of the components and PCB, the dwell time during thermal cycles also
plays an important role. The dwell time must be long enough to allow relaxation of
the stresses and depends on temperature, temperature swing, and materials stiffness.
As for the thermal gradient, it is difficult to give general rules [3.79 (1997 & 1999)1.

Reliability tests at the assembly and higher integration level have as a primary
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purpose the detection of all systematic faitures (Section 8.5) and a rough estirmation
of the failure rate. Precise information on the failure rate shape is seldom possible
from qualification tests, because of cost and time limits. However, if such tests
are possible, the following procedure can be used (total 2 8 assemblies):

1.

2.

4,000h dynamic burn-in at 80°C ambient temperature (=2 assemblies, functi-
onal monitoring, intermediate electrical tests at 24, 96, 240, 1,000, and 4,000h).
5,000 thermal cycles —20/+100°C with < 5°C/min for applications with slow
heat up and > 20°C/min for rapid heat up, dwell time =10 min at ~20°C and
> 5 min at 100°C after the thermal equilibrium has been reached within + 5°C
(= 3 assemblies, metallographic analysis after 1,000, 2,000, and 5.000 cycles;
crack propagation can be estimated using a Coffin-Manson relationship of the
form N =Ae" with € = (cg — o)A/ d [3.88, 3.79], the parameter A has fo
be determined with tests at different temperature swings).

5,000 thermal cycles 0/+80°C, with temperature gradient as in point 2 above,
combined with random vibrations 1g,,,, 20-500Hz (23 assemblies,
metallographic analysis after 1,000, 2,000 and 5,000 cycles).

Thermal cycles with random vibrations highly activate the major failure mechanism
at the assembly level, i.e. crack propagation in solder joints. If such a stress occurs
in the field, insertion technology should be preferred to SMT. Figure 3.10 shows a
comparative investigation of crack propagation [3.79 (1993)].

& %)
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Figure 310 Crack propagation in different SMD solder joints as a function of the number of
thermal cycles (8 /1= crack length in % of the solder joint length, mean over 20 values, thermal
cycles —204+100°C with 60°C/min inside the solder joint [3.79 (1993)])
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a) Void caused by an s-shaped pin gassing
out in the area A (X 20)

d} A row of voids along the pin of an SOP
package ( x60)

b) Flaw caused by the insertion of the
insulation of a resistor network (x20)

¢} Soldering defect in a surface mounted
resistor, area A { X 30)

¢) Defect in the copper plating of a hole in a
naultilayer printed board (x50)

f} Detail A of Fig. 3.9¢ ( x500)

Figure 3.9 Examples of production flaws responsible for the initiation of cracks in solder joints
#) to ¢) inserted devices, d) to I} SMD (Reliability Laboratory at the ETH Zurich)
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4 Maintainability Analysis

At the equipment and system level, maintainability has a great influence on
reliability and availability. This is true if redundancy has been implemented and
redundant parts are repaired on line, i.e. without interruption of operation.
Maintainability represents thus an important parameter in the optimization of
availability and life-cycle cost. Achieving high maintainability, requires appropriate
activities which must be staried eariy in the design and development phase,
and be coordinated by a maintenance concepr. To this belong faults detection and
isolation (built-in tests), partitioning of the equipment or system into (almost)
independent last repairable units (spare parts at equipment or system level),
and logistical support, including after-sales service. A maintenance concept has to
be railored to the equipment or system considered. After the introduction of basic
terms (Section 4.1), this chapter deals with a maintenance concept for complex
equipment and systems, and presents then methods and tools for maintainability
calculations. Models for spare part pravisioning are considered in depth in Section
4.5. Design guidelines for maintainability are given in Section 5.2.

4.1 Maintenance, Maintainability

Maintenance defines all those activities performed on an item to retain it in or to
restore it to a specified state. Maintenance is thus subdivided into preventive
maintenance, carried out at predetermined intervals and according to prescribed
procedures, to reduce the probability of failuses or the degradation of the funetio-
nality of an item, and corrective maintenance, initiated after fault recognition and
intended to bring the item into a state in which it can again perform the required
function (Fig. 4.1). Comective maintenance is also known as repair and can include
any or all of the following steps: localization, isolation, disassembly, exchange,
reassembly, alignment, checkout. The aim of preventive maintenance must also be
to detect and repair hidden failures, i.e. failures in redundant elements. The time

4.1 Maintenance, Maintainability : 115

MAINTENANCE
PREVENTIVE MAINTENANCE CORRECTIVE MAINTENANCE
(retainment of the item functionality} {reestablishment of the item functionality)
* Test of all relevant functions, also to « Failure detection
detect hidden failures « Failure localization
+ Activities to compensate for drift and * Failure elimination
to reduce wearout failuzes = Functional test

» Owerhau! to increase useful life

Figure 4.1 Maintenance tasks (failure could also be replaced by fault, thus including both defects
and failures)

elapsed from the recogrition of a failure until the final test after failure elimination,
including all logistical delays (waiting for spare parts or for tools) is the repair time,
Often, ideal logistical support with no logistical delay is assumed.

Maintainability is a characteristic of an item, expressed by the probability that
preventive maintenance (serviceability) or repair (repairability) of the item will
be performed within a stated time interval by given procedures and resources
(number and skill level of the personnel, spare parts, test facilities, etc.). If 7 and
7' are the (random) times required to carry out a repair or for a preventive
maintenance, respectively, then

Repairability = Pr{t <7 and Serviceability = Pr{t <7}, (4.1)
For a rough characterization, the expected values (means) of T and T

E[r'] = MTTR = mean time to repair

E['r"] = MTTPM = mean time (o preventive maintenance

can often be used. Assuming ¢ as a parameter, Eq. (4.1) gives the distribution
functions of T and T . These distribution functions characterize the repairability
and the serviceability of the item considered, respectively. Experience shows that
7 and 1" often exhibit a lognormal distribution as defined by Bq. (A6.110).
The typical shape of the corresponding density is shown in Fig. 4.2. A characteristic
of the lognormal density is the sudden increase after a period of time in which its
value is practically zero, and the relatively fast decrease after reaching the
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Figure 4.2 Density of the lognonnal distribution function for A = 0.6 wtand 6=03
(dashed is the approximation given by a shifted exponential distribution with same mean)

maximum (modal value f)y). This shape can be accepted, taking into consideration
the main terms of a repair time (Fig. 4.1). However, work with a lognormal
distribution can become time consuming. In practical applications it is therefore
useful to distinguish between one of the following two situations:

1. Investigation of maintenance times, often under the assumption of ideal logistic-
al support; in this case, the appropriate distribution function must be considered,
see Sections 7.3 and 7.5 for some examples with a lognormat distribution.

2, Investigation of the reliability and availability of repairable equipment or
systems; the exact shape of the repair time distribution has often less
influence on the final reliability and availability figures, as long as the MTTR
is unchanged and MTTR << MTTF holds (Examples 6.7 and 6.8). In this case,
the actval repair time distribution function can be approximated by an
exponential function with same mean (ev. shifted at the origin for better results).

An approximation according to Point 2 is shown dashed in Fig. 4.2. For 6/ << 0.6

— g0 _.fe2a? | p0?
=t~ Vat]=——m——
W=ty —~Vai A

can be taken for the shift. The parameter |1 of the shifted exponentia} diswibution
function is then obtained by making the two mean values equal (Example 6.8)
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As in the case of the failure rate A(), for a statistical evaluation of repair
times (1') it would be preferable to omit data attributable to systematic failures. For
the remaining data, a repair rate u(t} can be obtained from the distribution function

G(y=Pr{t £1),
with density g(t) = dG(r)/ dt, as per Eq. (A6.27)

g(1)

1-G()’ @3

1 . ,
= lim—Prit<t St+8 |1 >t} =—
pe) = lim = Prf bt >0

In evaluating the maintainability achieved in the field, the influence of the
logistical support must be considered. MTTR requirements are discussed in
Appendix A3.1. MTTR estimation and demonstration is given in Section 7.3.

4.2 Maintenance Concept

Like reliability, maintainability must be built into equipment and systems during the
design and development phase. This is true in particular because maintainability
gannot be easily predicted, and a maintainability improvement often requires
important changes in the layout or construction of a given item. For these reasons,
attaining a prescribed maintainability in complex equipment or systems can
generally only be achieved by planning and realizing a maintenance concept.
Such a concept deals with the following aspects:

1. Fault detection and isolation, including functional test after repair.

2. Partitioning of the equipment or system into (independent) last repairable units
(LRU, i.e. spare parts at equipment or system level).

3. User documentation, including operating and maintenance manuals,

4. Training of operating and maintenance personnel.

5. Logistical support for the user, starting with after-sales service.

This section introduces the above points for the case of complex equipment or
systems.
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4.2.1 Fault Detection and Isolation

For complex equipment and systems, detection of partial failures, i.e. of failures of
redundant parts (hidden failures) is generally performed by a status test, initiated
by the operating personnel or by the operation monitoring (running in background}.
Properties, advantages, and disadvantages of both methods are summarized in
Table 4.1. The choice between a (simple) status test or a (costly) operating
monitoring is performed by considering reliability, availability, or safety aspects at
system level.

The goal of fault isolation (diagnostic) is to localize faults (failures and defects)
down to the last repairable unit (LRU), i.e. to the part which is considered as a spare
part at the equipment or system level. LRUs are often designated as line
replaceable units. They are generally assemblies (PCBs) or units which for repair
purposes are considered as an enfity and replaced on a plug-out/plug-in basis to
reduce repair times. The repair of LRUs is ofien performed by specialized personnel
and repaired LRUs are stored for reuse. Fault isolation should be performed using
built-in test (BIT) facilities, if necessary supported by built-in test equipment (BITE).
Use of external special tools shoutd be avoided, however check lists and portable
test equipment can be useful to limit the amount of built-in facilities.

Table 4.1 Automatic and semiautomatic fault detection

Status Test Operation
Rough (quick test) Complete (functional test) Monitoring
« Testing of all important » Periodic testing of all important| + Monitoring of all
functions, if necessary fanctions important functions and
8| with the help of external | = Initiated by the operating automatic display of
E_ test equipment personnel, then runs complete and partial faults
‘E « Initiated by the operating antomatically or semi-autorn. | = Performed with buili-in
personnel, then runs {possibly without external means (BIT/BITE)
automatically stimulation or test equipment)

-
L]

« Lower cost Gives & clear status of the Runs awtomaticaily

+ Allows fast checking of functional conditions of the on-line, i.e. in background
the functional conditions itemn considered

Allows fault isolation down to
an assembly (LRU)

Relatively expensive Expensive
Runs generally off-tine {i.e. not

in background)

Limited fault isolation

Drawbacks | Advantages

LRU = last repairable unit, BIT = built-in test, BITE = built-in test cquipmett
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Fault detection and fault isolation are closely related and should be considered
together using common hardware and/or software. A high degree of automation
should be striven for, and test results should be avtornatically recorded. A one-to-
one correspondence between test messages and content of the user documentation
(operating and maintenance manwals) must be assured.

Built-in tests (BIT) should be able to identify hidden faults, i.e. faults (defects
or failures) of redundant parts and, as far as possible, also of sofiware defects.
This ability is generally characterized by the following testabiliry parameters:

» degree of fault detection,

+ degree of fault isolation,

+ correctness of the fault isolation,
+ test duration.

The first two parameters can be expressed by a prebability. Distinction between
Jailures and defects is important. As a measure of the correcmess of the fault
isolation capability, one can use the ratio between the number of correctly
localized faults and the number of localization tests performed. This figure,
similar to that of test coverage, must often remain on an empirical basis,
because of the lack of information about the defects and failures really present or
possible in the item considered. For the test duration, it is generally sufficient to
work with mean values. Fault mode analysis methods (FMEA/FMECA, FTA, canse-
and-effect charts, etc.) as introduced in Section 2.6 can be used to check the
effectiveness of built-in facilities,

Built-in test facilities, and in particular built-in test equipment, must be defined
taking into consideration not only price/performance aspects but also their
impact on the reliability and availability of the equipment or system in which
they are used. BITs can often be integrated into the equipment or system
considered. However, specially conceived BITE is generally more efficient than
standard solutions. For such a selection, the following aspects are important:

1. Simpiicity: Test sequences, procedures, and documentation should be as easy as
possible.

2. Standardization. The greatest possible standardization should be striven for, in
the hardware and software.

3. Reliability: Built-in facilities should have a failure rate of at least one order of
magnitude lower than that of the equipment or system in which they are used;
their failure should not influence the item’s operation (FMEA/FMECA).

4. Maintenance: The maintenance of BIT/BITE must be simple and should not
interfere with that of the equipment or system; the user should be connected to
the field data change service of the manufacturer.

For some applications, it is important that fault isolation (or at least part of the
diagnostic) can be remotely contreolled. Such a requirement can often be easily
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satisfied, if stated early in the design phase. A further development of the
above considerations can lead to maintenance concepts which allow an automatic
or sermiantomatic reconfiguration of an item after a failure,

4.2.2 Equipment and System Partitioning

The consequent partitioning of complex equipment and systems into almost
independent last repairable (or line replaceable) wnizs (LRUs) is essential for good
maintainability (a typical LRU for complex equipment or systems is a populated

printed circuit board (PCB)). Partitioning must be performed early in the design

phase, because of its impact on the layout and construction of the equipment or
system considered. LRUs should constitute functional units and have clearly
defined interfaces with other LRUs. Ideally LRUs should allow a modular
construction of the equipment or system, i.e. constitute almost antonomous units
which can be tested independently from every other one.

Related to the above aspects are those of accessibility, adjustment, and
exchangeability. Accessibility should be especially easy for LRUs with limited
useful life, high failure rate, or wearout. The use of digital techniques largely
reduces the need for adjustment (alignment). Quite generally, hardware
adjustment in the field should be avoided. Exchangeability can be a problem
for equipment and systems with long useful life. Spare part reservation and aspects
of obsolescence can in such cases become mandatory (Section 4.5).

4.2.3 User Documentation

User {(or product) documﬁﬁtaﬁon for complex equipment and systems can inciude
all of the following Manuals or Handbooks

* General Description

+ Operating Manual

« Preventive Maintenance (Service) Manual
+ Corrective Maintenance (Repair) Manual
+ IHustrated Spare Parts Catalog

= Logistical Support.

It is important that the contents of the user documentation is consistert with the
hardware and software status of the item considered. Emphasis must be placed on
a clear and concise presentation, with block diagrams, flow charts, and check lists.
The language should be easily understandable to non-specialized persomnel.
Procedures should be self sufficient and contain checkpoints to prevent the skipping

of important steps.
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4.2.4 Training of Operating and Maintenance Personnel

Suitably equipped, well trained, and motivated maintenance personnel are an
important prerequisite to achieve short maintenance times and to avoid human
errors. Training must be comprehensive enough to cover present needs.
However, for a complex system it should be periodically updated to cover
technological changes introduced in the system and to remotivate the operating and
maintenance personnel.

4.2.5 User Logistical Support

For complex equipment or systems, customers (users) generally expect from the
manufacturer a logistical swppor: during the useful life of the item under
consideration. This can range from support on an on-call basis up to a maintenance
contract with manufacturer's personnel located at the user site. One important
point in such a logistical support is the definition of responsibilities. For this
reason, maintenance is often subdivided into four levels, see Table 4.2 for an
example in the defense area. The first Jevel concerns simple maintenance work
such as the status test, fault detection, and fault isolation down to the equipment
level. This task is generally performed by operating personnel. At the second
level, fault localization is refined, the defective LRU is replaced by a good one,
and the functional test is performed. For this task first line mainterance personnel
is often required. At the third level, faulty LRUs are repaired by maintenance

Table 4.2 Maintenance levels in the defense area

fogistical | Location | Carried out by Tasks
level
) + Simple maintenance work
8 Level | |Fielg | Operating * Status fest

'g g personnel + Faul datection .
g & 8 + Fault isolation down to equipment level
E E % First line = Preventive maintenance

Level2 |Cover |maintenance |° Fault isolation down to LRU level

personnel = First line repair (LRU replacement)

Functional test

Maintenance |+ Difficult maintenance
Level 3  [Depot
PO personnel Repair of LRUs
Arsenal :Specialists
level4 |or from arsenal

+ Reconditioning work
Tmportant changes or modifications

maintenance
service
.

Back-up

Indusery | or industry

LRU = last repairable unit (spare part at system level)
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personnel and stored for reuse. The fourth level generally relates to overhaul or
revision (essentially for large mechanical parts subjected to wear, erosion, scoring,
etc.) and is often performed at the manufacturer's site by specialized personnel.

For large mechanical systems, maintenance can account for 30% of the
operating costs. A careful optimization of these costs may be necessary in many
cases. The part contributed by preventive maintenance is mote or less deterministic.
For the corrective maintenance, cost equations weighted by probabilities of
occurrence can be established from considerations similar as those given in Sections
1.2.9 and 8.4, see also Section 4.5 for some aspects of spare-part provisioning.

Table 43 Catalog of questions for the preparation of project-specific checklists for the evatuation of
maintainability aspects in preliminary design reviews (see Tab.2.8 & Appendix A4 for other aspects)

1. Has the equipment or system been conceived with modularity in mind? Are the modules
functionally independent and separately testable?

2. Has a concept for fault detection and isolation been planned and realized? Is fault detection
automatic or semiavtomatic? Which kind of faults are detected? Hoew does fault isolation
work? I isolation down to LRUs possible? How large are the values for of fault detection
and fault isolation (coverage)?

3. Can tedundant elements he repaired on-line (without interruption of the operation at the
system level)?

4, Arc enough test points provided? Are they clearly marked and easily acvessible? Do they
have pult-up/pull-down resistors?

5. Have hardware adjustments (or alignments) been reduced to a minimum? Are the adjustable
elements clearly marked and easily accessible? Is the adjustment uncritical?

6. Has the amount of external test equipment been kept to 2 minimum?

7. Has the standardization of components, materials, and maintenance tools been considered?

8. Are last repairable units {LRUs) identical with spare parts? Can they be easily tested? Is a
spare part provisioning ¢concept available?

9. Are all elements with limited useful life clearly marked and easily accessible?

10. Are access flaps (and doors) easy Lo open (without special tools) and self-latching? Are they
of sufficient size? Have plug-in unit guide rails self-blocking devices? Can a standardized
extender for PCBs be used?

11, Have indirect connectors been used? Is the plugging-out/plugging-in of PCBs (or LRUs)
easy? Have reserve contacts been provided? Are power supplies and ground distributed
across different contacts?

12. Have wires and cables been conveniendly placed? Also with regard to maintenance?

13. Are sensitive elements sufficiently protected against mishandling during maintenance?

14. Can preventive maintenance be performed on-line? Does preventive maintenance also allow
the detection of hidden failures?

15. Can the item (possibly the system) be considered as-good-as-new after a maintenance action?

16. Is the operating cansole weil conceived with respect to human factors? Have man-machine
aspects been sufficiently considered? _

17. Have all safety aspects for operating and maintenance personnel been considered? Also in the
case of failure (FMEA/FMECA, FTA, efc.}?
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4.3 Maintainability Aspects in Design Reviews

Design reviews are important to point out, discuss, and eliminate design weak-
nesses. As a part of configuration management, they are described in Table A3.2.
To be effective, design reviews must be supported by project-specific checklists.
Table 4.3 gives a catalog of questions which can be used to generate project-specific
checklists for maintainability aspects in design reviews (see Table 2.8 for reliability
and Appendix A4 for other aspects).

44 Predicted Maintainability

Knowing the reliability structure of a system and the reliability and maintainability
of its elements, it is theoretically possible to calculate the mainiainability of the
system considered as a one-item structure (e.g. calculating the reliability function
and the point availability at system level and extracting g(r) as the density of the
repair time at the system level using Eq. (6.18)). However, such a calculation
soon becomes laborious for arbitrary systems {Chapter 6). For many practical
applications it is often sufficient to know the mean time to repair at the system
level MTTR; (expected value of the repair time at the system level) as a function
of the system reliability structure, and of the mean time to failure MTTE and
mean time to repair MTTR; of its elements. Such a calculation is discussed in
Section 4.4.1. Section 4.4.2 deals then with the calculation of the mean time
to preventive maintenance at system level MTTPM;. * The method used in
Sections 4.4.1 and 4.4.2 is easy to understand and delivers mathematically exact
results for MTTRg and MTTPMg. Use of statistical methods to estimate
or demonstrate a maintainability or a MTTR are discussed in Sections 7.2.1, 7.3
and 7.5.

4.4.1 Calculation of MTTR;

Let us first consider a system without redundancy, with elements E, ..., E, in
series as given in Fig. 64. MTTF; and MTTR; are the mean time to failure and the
mean time to repair of element E;, respectively (i=1,..., ). Assume now that
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each element works the for same cumulative operaiing timeT and let T be
arbitrarily large. In this case, the expected value (mean) of the number of failures
of element E; during T is given by (Eq. (A7.27))

T
MTTE

The mean of the total repair time necessary to restore the 7/ MTTF, failures follows
then from

MTTR, .
mMTTP}

For the whole system, there will be in mean

[
! (4.4)
iy MTTE;
i=1 i
failures and a mean total repair time of
;]
Y MTTR ! 4.5

: .
=1 . MTTE

From Eqgs. (4.4) and (4.5) it follows then for the mean time to repair at the system
level MTTRg the final value

ﬂm
EM’TTF

MTTRg = & —+ ' (4.6)

- 1
Z MTTF;

i=1 i

Equation (4.6) gives the mathematically exact value for the mean system trepair time
MTTRg under the assumption that at system down (during a repair) no further
failures can occur and that switching is ideal {no influence on the reliability). From
Eq. (4.6) one can easily verify that

MTTR; = MTTR
when MTTR, =...= MTIR, = MTIR,
and
l n
MTIRg = — Y, MTTR,

i=l

when MTTR =...= MTTE,.
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Example 4.1
Compule the mean time to repair at system level MTTR; for the following systern.

MTTF=500h|_|MTTF=400h| |MITF=250h| |MTTF=100h
MTTR= 2h] |MTTR=25h| |MFTR= Lh| |MTTR= 0.Sh

How large is the mean of the toral system down fime during the interval (Q, 7] for ¢ — e ?

Sclution
From Eq. (4.6) it follows that

2h  25h  lh 05h
—b—— b ——t——
500h 400k 250h 100k 001925
MTTR = — - - — = — = 1.04h
ey 0.0185h

500h 400h 250h 100h

The mean down time at the system level is also 1.04 h then for a system withour redundancy it
holds that down time = repair time. The mean operating time al the system level in the interval
{0, 1] can be obtained from the expression for the average availability Adg (Eqgs. (6.23), (6.24),
(6.48), and (6.49))

. . N . MT TFS
lim Eftotal operating time in (0, {]] = - Ay = t—>"——.
rom MTTF; + MTTRg

From this, the mean of the tetal system down time duriag (0, {] for ¢ -— o follows then from

. e MTTR,
lim E[total system down time in (0, £f]] = ¢(1- Ay} =1 ————.
r—peo MTTF; + MTTR,

Numerical computation then leads to

MTTR;
=1 =t-0.0185-1.04 = 0.019:.

If every element exhibits a constant failure rate A;, then MTTE =1/}, and Eq. (4.6)
yields

ix,- MTTR,

MTTR.S':J.:IB—; l_l ‘s with A’S:EA‘J" (47)
i 5

2 =

=]

Equations (4.6) and (4.7) also hold approximately for systems with redundancy.
However, in this case, a distinction at system level between repair time and down
time is necessary. If the system contains only active redundancy, the mean time
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1o repair at the system level MTTRs is given by Eq. (4.6) or (4.7) by summing over
all elements of the system, as if they were in series. By assuming that failures of
redundant elements are repaired without interruption of operation at the system
level, Eq. (4.6} or (4.7) can be also used to obtain an approximate value of the
mean down time at the system level by summing only over aff elements without
redundancy (series elements), see Example 4.2,

Example 42
How does the MTTRg of the system in Example 4.1 change, if an active redundancy is
introduced to the element with MTTF =1000?

MTTF=5h MTTF=400h MTTF=250h
MTTR= 2h MTTR= 25h MTITR= 1h

Under the assumption that the redundancy is repaired without interruption of operation at the
system level, is there a difference between the mean rime to repair and the mean down time at the
system level?

Solution
Because of the assumed active redundancy, the operating elements and the reserve elements show
the same mean number of failures. The mean system repair time foilows then from Eq. {4.6) by
summing over all syster elements, yielding

2h 2.5h 1h 05h 0.5h

— 4+ +
500h 400h 250h  100h 100k 0.02425

1 1 1 1 1 -
+ . - 4. Op28s5h

500h 400h 250k 100h 100h

MTTR, = - = 0.85h.

However, the system down time differs now from the system repair time. Assuming for the
redundancy an availability equal (o one (for constant failure rate A =1/ MTTF, constant repair
rate p=1/MTTR, and one repair crew, Table 6.6 gives for the 1-ont-of-2 active redundancy
PA=AA=w(ZA+W2h (A + )+ ul) yiclding AA =099995), the system down time is
defined by the elements in series on the reliability block diagram, thus

2h 25h 1h

+
. 500h 400h  250h 0.01425

mean down time at system level = = o 1.68h.

1 1 1 E
N N 0.0085h

500h 400h 250h

—

Similarly to Example 4.1, the mean of the system down time during the interval (0, ¢] follows
then from

MTTR,
i Eftotal down time in (0, fHl = #{1— A4,) =t = S = 1-0.0085-1.68 = 0.014¢.

{4 s
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4.4.2 Calculation of MTTPM;

Based on the results of Section 4.4.1, the calculation of the mean time to preventive
maintenance at system level MTTPMg can be performed for the following two
situations:

L. Preventive maintenance is carried out at once for the entire system, one element
after the other. If the system consists of elements F, ..., E, (arbitrarily grouped
on the reliability block diagram) and the mean time to preventive maintenance of
element E; is MTTPM;, then

n
MTTPMg = Y, MTTPM;. (4.8)

i=l

2. Every element E; of the system is serviced for preventive maintenance indepen-
demtly of all other elements and has a mean time to preventive maintenance
MTTPM,;. Tn this case, Eq. (4.6) can be used with MTBPM; instead of MTTE, and
MTTPM; instead of MTTR;, where MTBPM:; is the mean time between preventive
maintenance for the element E;,

Case 2 only has a practical significance when preventive maintenance can be per-
formed without interruption of the operation at the system level. If the preventive
maintenance is periodically performed at times Tpys, 2Tpyy, ..., Eq. (4.8) delivers
n- MTTPM, for the case 2 above,

4.5 Basic Models for Spare Part Provisioning

Spare part provisiening is important for systems with long useful life or when short
repair times or a considerable independence from the manufacturer is required
(spare part is also used here for last repairable unit (LRU)). Basically, a distinction
is made between centralized and decentralized logistical support. Also it is
imponant to take into account whether spare parts are repairable or not.

4.5.1 Centralized Logistical Support,
Nonrepairable Spare Parts

In centralized logistical support, spare parts are stocked at one place. The basic
problem can in this case be formulated as follows:
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At time t =0, the first spare part is put into operation, it fails af time = 1)

and thus, using x+/n Var[t] + nE[t] =
and is replaced (in a negligible time) by a second spare part which fails at &

time 1 =Ty + 7y and so forth; o be determined is the number n of spare - 7}*_2_
parts which must be stocked in order that the requirement for parts during lim Pr 2-.,- »>Ti= L I e Zdy=y. (4.14)
the cumudative operating time T is met with a prescribed probability . S 31 y2n T-nE[t]

Javadltl

To answer this question, the smallest integer n must be found for which

Prity +..+1, > T} 2 ¥. 4.9 Seiting (T —nE[T]}//nVar[t] = —d it follows then that

with k= 4.15)
Ef1]

In general, Ty, ..., T, are assumed 1o be independent positive random variables
with the same distribution function F(r), density f(#), and mean E[r;] = E[7]
= MTTF. If the number of spare parts is computed from

=
[}
—
n,
S
+
=
o
S
—
8]
+
s}
3
e
oM

;‘;:L‘ (4.10) R B 112 1{5 2 s R f=11215 2
MITR 12 il ;‘/ 44 12 AW A Oty
the Tequirement can only be covered (for T large) with a probability of 0.5. Thus, J/ ,.4%/ 4y Y ,’,?// %
more than T/ MTTF spare parts are necessary to meel the requirement with a given 10 ,’ /) :;' /; 2 ,/ 4 10 /*t, /1/,/ //
probability ¥ >0.5. // /,;/ 74 V /4 71; %
According to Eq. (A7.13), the probability as per Eq. (4.9) can be expressed by 8 4 / e, 8 R4 /;// / %
the (n —1)th convolution of the distribution function F(r) with itself, i.e. 79 7 f,,; ;{
Pr{ty + ... 41, > T} = 1 - F(T) Ry /4 ¢ ,’%
‘ 1t ® RN/ 74 . WY
with ///V ;/ /7
£ = 0.99 s b =095
BM=FKT  and  E(I)=[B_(T-0f(x)dx. @.11) 2 21
' ° , > T . T
Of the distribution functions F(¢) used in reliability theory, a simple form for the 0 2 4 6 8 10 F oo 2 4 6 ) 1o MITE
function F,(f) exists only for the exponential, gamma, and normal distribution R bolia1s2 4 ": Bori21s
functions (yielding a Poisson, gamma, and normal distribution, respectively). W/ /4 a2
In particular, F(f}=1- e~*f leads to (Eq. (A7.38)) 10 I/I//// 10 i
n-1 i 4/ J/ V7 7
E >T)=y L (l ') (4.12) 8 TR 8
i= i=0 p % / p
The important case of the Weibull distribution F(t)=1-e~*#® must be solved nu- %’
merically. Figure 4.3 shows the results with y and p as parameters [4.2], 4 / % 4
For large values of n, an approximate solution for a wide class of distribution 7 0% - o
functions F(f) can be obtained using the central limit theorem. From Eq. (A6.148) 2 2
if follows that (for Var[t] < =} . .
© 2 4 6 3 wMF 0 3 4 6 g g MTF

n
¥ (%; - Bt

¥
i =1 - 1 _? 4.13
fim Pr > 1) ﬁ{’ dy | (4.13)

Figure 4.3 Number of spare parts » which are necessary to cover a total cumulative opcratiﬁg
time T with a probability v, i.e. Priz;+ ... +1, >Thzy with Prit; < fh=1-e8® gpg
MTTF=T(+1/8)/%  (ihe results given by the central limit theorem are dashed)
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Figure 44 Cocfficient of variation for the Weibull distribution (1< p=3)

where d is the ¥ quantile of the standard normal distribution ®{d}=vy, as
O(—d)=1-D(d)=1-y. From Table A9.1 the following values can be taken

y= 089 095 090 075 05
d= 233 L64 128 067 O

Equation (4.15) gives for y <0.95 a good approximation of the number of spare
parts », down to low values of n. The quantity k = f/Var[t]/E[1] is the coefficient
of variation. ¥ =1 for the exponential distribution and

co [TOID @16
(T{t +1/BY
for the Weibull distribution, see Fig. 4.4.

For the case of a Weibull distribution with f> 1, approximate values for n
obtained using the central limit theorem (Eq. (4.15)) are shown deshed in Fig. 4.3.
Deviation from the exact value is <1 for ¥ < (.95 and = 2 5, this deviation drops
off rapidly for increasing values of B (F,(r) already approaches a normal
distribution for small n). From Eq. {4.14} one recognizes that for y=0.5,
T —nE[1] = 0 and thus, for n large, n = T /E[7].

Let us now consider the case in which the same spare part (last repairable unit)
occurs k times in the system under consideration. For F(t)=1- M one can use
Eqgs. (4.12) and (4.15) with '

X =kA @417

instead of A, and E[T]=1/kA instead of 1/A, respectively (k =1). This is true
because the sum of independent Poisson processes is again a Poisson process
(Example 7.7, Eq. (7.26)). The situation presented here also corresponds to the
case in which k systems use the same spare part {one per system) and storage is
centralized.
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Example 4.3

A spare part with a constant failure rate X =10=3h! is used three times in a system (k=3).
Determine the minimom number of spare parts which must be stored to cover 2 cumulative
operating time T = 10,000h with a probability ¥ = 0.90.

Solution
Considering that ¥TA = 30, the exact solution is given by the smallest integer » for which
o=l qni
300
—e209.
; il
=0
From Table A9.2 it follows, for ¢g=1-0.9=0.1 and 1, q=2-30=60, the value v=2n=752
(lin. interpolation); thus, v=76 and therefore n=38. If 3 parts are operating in the system,
35 spare parts have to be stored. The same result is obtained with Fig.7.3 (m=30 and y=0.9,
yielding ¢=37=s—1). The approximate solution according to Eq. (4.15), with x =1 and
o =1.28, yields also r =38 ([0.64 + f0.642 +30 ]2 =379).

4.5.2 Decentralized Logistical Support,
Nonrepairable Spare Parts

For users who have the same equipment or system located in different places, spare
parts are often stored decentralized, in the extreme case separately at each location
(possible reasons for such a strategy may be considerations of logistical time for
transportation, independence of the different locations, etc.). If there are i systems,
each with a given spare part, and the storage of spare parts is decentralized at each
system {or location), then a first step could be to store, with each system, the same
number of spare parts # obtained by solving Eq. (4.9) or for n large Eq. (4.15). In
this case, the total number of spare parts would be nl. This number of spare parts,
which would be safficient to meet, with a probability >y (often >> ¥ ) the needs of
the ! systems with centralized storage, would now in general be too small to meet
all the individual needs at each location. In fact, assuming that failures at each
location are independent, and that with n spare parts the probability of meeting the
needs at any location individually is v, then the probability of meeting the need at
all locations is 4. Thus, to meet the need at the [ locations with a probability ¥

Rgee =Iny (4.18)

spare parts are required, where #; is calculated for each location individually with
y;={ﬁ. To make a comparison between a centralized and a decentralized
logistical support, let us assume for the spare parts a constant failure rate & and
AT >> d%14 (AT >204%/4). In this case Eq. (4.15) leads to

n=AT +dAT, AT >>d%4,  probability y. (4.19)
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For centralized logistical support, Egs. (4.17) and (4.19) yield

Boen = IMT +d-[INT, AT >>d%/4,  probability Y.  (4.20)
For decentralized logistical support, Egs. (4.18) and (4.19} yield

Rgee = IOT +d A T), AT >>d/4,  probability y,  (4.21)

where dj is obtained as for Eq. (4.14) with y;= {E instead of y (for example,
d =164 for y=095 and o = 2.57 for I =10 ie. ¥;=0.9949, seec Table A9.1).
From the above considerations it follows that for A 7 »> 4 /4

e 1+dp /AT .
i S iy th D)=y and B(dy) = ble 49.1). (4.22
n.  1+dIfBT with @@=y and ©@d)= 4fy (Table A9.1). (4.22)

Example 4.4

Let A =10"*h1 be the constant failure rate of a spare part in a given system. The user has 6
locations ({1 = 6) and would like to achieve a cumulative operating time T = 50,000h at each
location with a probability ¥ 2 0.95. How many spare parts could be saved if the vser would
store all spare parts at the same location 7

Solution

According to Fig. 4.3 (T/MTTF=5 and y,=30.95=099), from Fig 73 (m=5 and y,~099,
yielding e=11=n-1), or from a %2 -Table like Table A9.2 (ty 4=10 and g=1-099=0.0t,
yielding v=24=2n) each user would need n=12 spare parts (14 using Eq. (4.15) with
d=233); thus, ng,.=6-12=72. Combining the storage (! = 6), one obtains R,,,=40,
from Fig. 7.3 (m= 30 and ¥=0.93, yielding ¢=39=n~1) or Table A92 (1“q=60 and
g=0.05, yielding v=80=2n); n_. =41 using Eq. (4.15) with A 7=30 and d =1.64.

4.5.3 Repairable Spare Parts

In Sections 4.5.1 and 4.5.2 it was assumed that the spare parts (Jast repairable units)
were nonrepairable, i.e. that a new spare part was necessary at each failure. In
many cases, spare parts can be repaired and then stored for reuse. Calculation of
the number of spare parts which should be stored can be performed in a way similar
to the investigation of a k-out-of-n standby redundancy, where k 1s the number
of identical spare parts used in the system {(same as in Eq. (4.17)} and n is
the smallest integer to be determined such that the requirement is met with
a prescribed probability y. Following two cases should be distinguished:

1. ¥ is the probability that a request for a spare ar an arbitrary time point can be
met without time delay; in this case, Y can be considered as the point availability
PAg (in steady state to simplify the investigation) and n is the smaliest integer
such that PAg =y foragiveny.
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2. y is the probability that any request for a spare part during the time interval (0, £]
will be met without time delay; in this case, ¥ can be considered as the reliability
Sunction Rgp(t) and n is the smallest integer such that Rgy( =y for given
(fixed)y and 1.

If the spare parts have a constant failure rate » and a constant repair rate |,
birth-and-death processes can be used (Section A7.5.4), see also Section 6.5.1 for
the situation in which only one spare part at a time can be repaired and no further
failures are considered when a request for a spare part cannot be met. As in
Sections 6.3 to 6.6, the results obtained with these assumptions apply with a
good approximation if k) <<p holds. These assumptions will be considered
here to simplify the investigation. For case 1 above, Egs. (6.138), with A, =0, and
{(6.140) yield
n—k
PAs = ¥ P =1-F 27 (4.23)
j=0
with
Ij-:n_,:il and rt,—:(-k—l-)‘, i=0,...n—k+1. (4.24)
PR
i=0

The problem is thus to find, for a given k& and v, the smallest integer n which
satisfies Eq. (4.23). Often n=k +1 (one spare part) or n=1xk + 2 (two spare parts)
will be sufficient. In these cases the results of Table 6.8 can be used, yielding

klp.+p2 kA o
PAg = ——— = 1= (—)", for n—k=1 (1 spare part), (4.25
T s (spee ot (429
2,2 2,3
EA L+ kA 4 kA 3
= =1-(—), for n—k=2 (2 spare parts).
52 k313+k2l2u+klu2+p.3 "‘) @sp )

(4.26)

The reliability function is obtained from Eq. (6.144) for n =k +1 and Eq. (6.145)
for n=k+2, respectively. Considering the quantities v; as per Eq. {6.138), with
A, =0 (standby redundancy), yields

-t WFS(]] i3

Rgp, () =e with MITFgg ~ — .. for n—k=t, (4.27)
(kA)
—t/ MTTFgo u?
Ry, () ~ e z, with MTTFg, = pv for n-k=2. (4.28)
)
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Example 4.5

A system contains k = 100 identical spare parts with a constant failure rate A= 10-311 and
which can be repaired with a constant repair rate p = 10-1h~!. (i) Determine the number of
spare parts which must be stored in order to meet without any time delay and with a probability
¥ 20.99 a request for a spare part at an arbitrary time point ¢ (consider the steady-state only,
one tepair crew, and no further failure when a request for a spare part cannot be met}. i) If
one spare part is stored ( # =k +1), how large is the probability that any request for a spare
part during the time interval (0, 10% h] will be met without any time delay?

Solution
(i) Taking n=k+1=101, Eq. (4.25) yields
-5 -l -2 —5
100-107 107 +10 1.01 10010 :
PAs = —, o = 3 = = =1—¢ — y = 0.9999.
107107 +100-107 107 +10 L0101 10

Thus only one spare part must be stored.
(i) For n=k+1, Eq. (4.28) yields Ry, (1) = 000000981 and thus Rgp(10%) =098 = 0.91.

Assuming, for comparative investigations, that each spare part can be repaired inde-
pendently from each other (n-k+1 repair crews instead of 1 repair crew), the results
of Section A7.5.4, with v;=kA, i=0,...,n—k and 9;=ij, i=L...n—k+l, yield

PAg, =1~ (kKA )12 and PAg, =1- (kA/W3. . (429)

For the reliability function it holds that (v; as before and §; =iy, i=1..,n-k)

2 3 2
Ryo, ) = e "0 /0 and Rgp (1) = & "M/ 27, (4.30)

4.5.4 Cost Considerations

The investigations of Sections 4.5.1 to 4.5.3, in particular those of Section 4.5.2 on
decentralized logistical support, can be extended to cover the more general case of
systems with different spare parts. In many practical situations, spare parts
provisioning has to be considered as a parameter in the optimization between
performance, reliability, availability, logistical support, and cost, taking care also
of obsolescence aspects. In some cases, one parameter is given (for example cost)
and the best logistical structure is sought to maximizes system availability or
minimizes system down time. Even assuming constant failure and repair rates,
analytical solution of such problems is time consuming, sce e.g. [4.22] for a
COMmPpUtEr Program.

5 Design Guidelines for Reliability,
Maintainability, and Software Quality

Reliability, maintainability, and software quality have to be built into an equipment
or system during the design and development phase. This has fo be supported by
analytical investigations (Chapters 2, 4, and 6) as well as by design guidelines.
Adherence to such guidelines limits the influence of those aspects or effects which
can invalidate the models assumed for analytical investigations, and contributes
greatly to build in reliability, maintainability, and software quality. This chapter
gives a comprehensive list of design guidelines for reliability, maintainability, and
software quality of equipment and systems, as used in industry.

5.1 Design Guidelines for Reliability

Reliability analysis in the design and development phase (Chapter 2} gives an
estimate of an item’s true reliability, based on some assumptions regarding data
used, interface problems, dependence between components, compatibility between
materials, environmental influences, transients, EMC, ESD, etc., as well as on the
quality of manufacture and the user’s skill level. To deal exhaustively with all
these aspects is often difficult. However, the following design guidelines can help
to improve the inherent reliability of complex equipment and systems.

5.1.1 Derating

Thermal and electrical stresses largely influence the failure rate of electronic
components. Derating these stresses is mandatory to improve the inherent
reliability of equipment and systems. Table 5.1 gives recommended stress factors §
(Eq. (2.1)) to be used for an ambient temperature 04 uwp to 40°C, For 9, > 40°C,
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Table 5.1 Recommended derating vatues for electronic companents at ambient
temperature 8,4 < 40°C

—
Internat

Component Fower | Voltage | Corrent Temperature Frequency

Resistors

« Fixed 0.6 0.8

« Variable .6 0.7

+ Thermistors 04 0.7

Capacitors

+ Film, Ceramic 4.5 0.5

= Ta{solid) 0.5 0.5

* Al {wet) 08 0.5

Dicdes

» Gen. purpose os* 0.6 0.7

* Zener 0.6 0.7

Transistors 05* 0.7 07 0l1fr

Thyristors, Triacs 0.6* 0.6 07

Opioel. devices 0.5* 0.5 0.8

ICs

» Linear 0.7 0.8+ 07% 09

» Voltage reg. Q7+ Q.7%

= Digital bipolar 0.8+ 0717

» Digital MOS 0.8+ 0.7% 0.9

Coils, Transf. 05

Switches, Relays 0407 0.7 0.5

Connectors Q.7 0.6 0.8 0.5

* breakdown voltage, ** isolation voltage (0.7 for £/;,),
*+sink current, *+low values for inductive loads, * 8 < 100°C

a further reduction of S is necessary (in general, linearly up to the limit temperature,
as shown in Fig. 2.3). Too low valus of § (5<0.1)can also cause problems.
§=0.1 can be used in many cases 1o compute the failure rate in a standby or
dormant state.

5.1.2 Cooling

As a general rule, the junction temperature 6 of semiconductor devices should be
kept as rear as possible to the ambient temperature 84 of the equipment or system
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in which they are used. For a good design, 0; <100°C is recommended. In a
steady-state sitoation, i.e. with constant power dissipation P, the following
relationships

BJ =E|A+RMP (5.1)
or

By =04 +(Rye+ Reg+ Rea) P (5.2)
can be established and nsed to define the thermal resistances

R;4 junction —ambient
Ry case — surface

Ry junction — case
Rga surface — ambient,

where surface is used for heat sink.

Example 5.1
Determine the thermal resistance Rgy of a heat sink by assuming P=400mW, 8, = 70°C, and
RJ'C + RCS =35°C/W.

Solution
From Egq. (5.2} it follows that

Ry ="’—;°A-x,c-xcs andthus  Rgy =§%—35°crw=4o°c.fw.

For many practical applications, thermal resistances can be assumed to be
independent of the temperature. However, Ryc generally depends on the package
used (lead frame, packaging form and type), Rcg varies with the kind and thickness
of thermal compound between the device package and the heat sink (or device
support), and Rgy4 is a function of the heat-sink dimensions and form as well as of
the type of cooling used (free convection, forced air, liquid-cooled plate, etc.).
Typical thermal resistance values Ryo and Ry, for free convection in ambient air
without heat sinks are given in Table 5.2. The values of Table 5.2 are indicative
only and have to be replaced with specific values for exact computations.

Cooling probiems should not only be considered locally at the component level,
but be integrated into a thermal design concept. In defining the layout of an
assembly, care must be taken in placing high power dissipation parts away from
temperature sensitive components like wet Al wet capacitors and some
optoelectronic devices (the useful life is reduced by a factor of 2 for a 10-20°C
increase of the ambient temperature). In placing the assemblies in a rack, the cooling
flow should be directed from the parts with low toward those with high power
dissipation.
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Table 52 Typical thermal resistance values for semiconductor component packages
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Package form Package type Ry [PCIW] Ry, fPOW™
DIL Plastic 10-40* 30 - 100*
DIL Ceramic/Cerdip 7-207 30- 100*
PGA Ceramic 6- 107 20- 40°
SOL, SOM, SOP | Plastic (SMT) 20 - 60 70- 240"
PLCC Plastic 10-20" i0- 70*
QFP Plastic 15-25" 30- 80"
TO Plastic 70- 140 200 - 400
TO Metal 2-5 —

JC = junction to case, JA = junction to ambient, *lower values for = 64 pins (144 for
PGA & QFP), “*free convection at 0.15 m/s (factor 2 lower for forced cooling at 4 nv/s)

5.1.3 Moisture

For electronic components in nonhermetic packages, moisture can cause drift and
activate various failure mechanisms such as corrosion and electrolysis (see Section
3.2.2, Point 8 for considerations on ICs}. Critical in these cases is not so much the
water itself, but the impurities and gases dissolved in it. If high relative humidity
can occur, care must be taken to avoid the formation of galvanic couples as well as
condensation or ice formation on the component packages or on conductive parts.

As stated in Section 3.1.3, the wye of ICs in plastic packages can be allowed if
one of the following conditions is satisfied:

1. Continuous operation, relative humidity <70%, noncorrosive or marginally
corrosive environment, junction temperatare <100°C, and equipment useful life
less than 10 years. '

2. Imtermittent operation, relative humidity <60%, noncorrosive environment, no
moisture condensation on the package, junction temperature £100°C, and
equipment useful [ife less than 10 years.

For ICs with silicon nitride glassivation, intermittent operation holds also for Point 1.

Drying materials should be avoided, in particular if chlorine compounds are
present.  Conformal coating on the basis of acrylic, polyurethane, epoxy, silicone or
fluorocarbon resin 25 —125wm thick, filling with gel, or encapsulation in epoxy or
similar resins are currently used (attention must be given to thermomechanical
stresses during hardening). The use of hermetic enclosures for assemblies or
equipment should be avoided if condensation cannot be excluded. Indicators for the
effects of moisture are an increase of leakage currents or a decrease of insulation
resistances.
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5.1.4 Electromagnetic Compatibility, ESD Protection

Electromagnetic compatibility (EMC) is the ability of an item to function properly
in its intended electromagnetic environment without introducing unacceptable
electromagnetic noise (disturbances) into that environment. EMC has thus two
aspects, susceptibility and emission. Agreed susceptibility and emission levels are
given in international standards such as IEC 61000 [3.9]). Electrostatic discharge
(ESD) protection can be considered as a part of an electromagnetic immunity
concept, which is particularly important for semiconductor devices (Section 3.2.3).
Causes of noise (disturbances} in electronic equipment and systems are

¢ switching and transient phenomena,
* electrostatic discharges,
* stationary electromagnetic fields.

Noise coupling can be

+ conductive (galvanic),
+ through common impedances,
*+ by radiated electromaguetic fields.

In the context of ESD or EMC, noise often appears as electrical pulses with rise
times in the range 0.1 to 10kV/ns, peak values of 0.1 1o 10kV, and energies of 0.1
to 103mJ (high values for equipment). EMC aspects, and in particular ESD
protection, have to be considered early in the design of equipment and systems.
The following design guidelines can help to avoid problems:

1. For high speed logic circuits { f 2 10MHz) use a whole plane (layer of a
multilayer) or at least a tight grid for ground and for the power supply, to
minimize inductance and to ensure a distributed decoupling capacitance
{4 layers as signal/ Vi-/ground/signal or better 6 layers as shield/signal/ V!
ground/signal/ shield).

2. For low frequency digital circuits, analog circuits, and power circuits use a
single-point ground concept, and wire all different grounds separately to a
common ground point at system level (across antiparallel suppressor diodes),

3. Use low inductance decoupling capaciters (generally 10nF ceramic
capacitors, placed where spikes may occur, i.e. at every IC for fast logic and
bus drivers, every 4 ICs for HCMOS) and a 1uF metallized paper (or a 10uF
electrolytic) capacitor per board; in the case of a highly pulsed load, locate the
voltage regulator on the same board as the logic circuits.

4, Avoid logic which is faster than necessary and ICs with widely different rise
rimes; adhere to required rise times (10ns for AS-TTL and ACMOS, up
to 150ns for HCT and HCMOS) and use Schmitt trigger inputs if necessary;
a good design should work properly with rise and fall times 1, ¢ 752015, as is
generally required for clock pulses.
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Pay attention to dyramic stresses (particularly of breakdown voltages on semi-
conductor devices) as well as of switching phenomena on inductors or
capacitors; implement noise reduction measures near the noise source
(preferably with Zener diodes or suppressor diodes).

Match signal lines whose length is greater than v-t,, also when using
differential transmission (ofien possible with a series resistor at the source or
a paralle] resistor at the sink, v=signal propagation speed =c/ fe p, );
for HCMOS also use a 1 to 2k€2 pull-up resistor and a pull-down resistor equal
to the line impedance Zy, in series with a capacitor of about 200pF per
meter of line.

Capture induced noise at the beginning and at the end of long signal lines using
parallel suppressors (suppressor diodes), series protectors (ferrite beads) or
series/paratlel networks (RC), in that order, taking into account the required
rise and fall times.

Use rwisted pairs for signal and return lines {one twist per centimeter); ground
the return line at one end and the shield at both ends for magnetic shielding (at
more points to shield against electric fields); provide a closed (360°) contact
with the shield for the ground line; clock leads should have adjacent ground
returns; for clock signals leaving a board consider the use of fiber optics, coax,
tri-leads, or twisted pairs in that order. :

Avoid apertures in shielded enclosures (many small holes disturb less than

a single aperture having the same area); use magnetic material 1o shield.

against low-frequency magnetic fields and materials with good surface
conductivity against electric fields, plane waves, and high frequency magnetic
fields (above 10MHz, absorption loss predominates and shield thickness is
determined more for its mechanical rather than for its electrical characteristics);
filter or trap all cables entering or leaving a shielded enclosure (filters
and cable shields should make very low inductivity contacts to the enclosure);
RF parts of analog or mixed signal equipment should be appropriately
shielded (air core inductors have greater emission but less reception capability
than magnetic core inductors); all signal lines entering or leaving a circuit
shounld be investigated for common-mode emission; minimize common-mode
Currenis. .

Implement ESD current-flow paths with multipoint grounds at least for plug-in
populated printed circuit boards (PCBs), e.g. with guard rings, ESD networks, or
suppressor diodes, making sure in particular that all signal lines entering or
leaving 2 PCB are sufficiently ESD protected (360° contact with the shield if
shielded cables are used, latched and strobed inputs, etc.); ground to chassis
ground all exposed metal, if necessary use secondary shields between sensitive
parts and chassis; design keyboards and other operating parts 10 be immune to
EsD.
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5.1.5 Components and Assemblies

5.1.5.1 Component Selection

1.

Pay attention to all specification limits given by the manufacturer and to
company-specific rules, in particular to dynamic parameters and breakdown
limits.

Limit the number of entries in the list of preferred parts (LPP) and whenever
possible ensure a second source procurement; if obsclescence problems are
possible (very long warranty or operation time), take care of this aspect in the
LPP and/or in the design/layout of the equipment or system considered.

Use non-qualified parts and components only after checking the technology
and reliability risks involved (the learning phase at the manufacturer's plant
can take more than 6 months); in the case of critical applications, intensify the
Jeedback to the manufacturer and plan an appropriate inceming inspection with
screening .

5.1.5.2 Component Use

1.

Tie unused logic inputs to the power supply or ground, usually through pull-
up/puil-down resistors (100k§2 for CMOS), also to improve testability;
pull-up/pull-down resistors are also recommended for inputs driven by three-
state outputs; unused outputs remain basically open,

Protect all CMOS terminals from or to a connector with a 100k< pull-up/pull-
down resistor and a 1to 10kQ series resistor (latch-up) for an inpur, or an
appropriate series resistor for an owtpur (add diodes if Vi, and Vi, cannot be
limited between 0.3V and Vpp, +0.3V); observe power-up and power-down
sequences, make sure that the ground and power supply are applied before and
disconnected after the signals,

Analyze the thermal stress (internal operating temperature) of each part and
component carefully, placing dissipating devices away from temperature-
sensitive ones and adequately cooling components with high power dissipation
(failure rates double generally for a temperature increase of 10— 20°C): for
semiconductor devices, design for a junction temperature 0y <100°C (if
possible keep 87 < 80°C),

Pay autention to transients, especially in connection with breakdown voltages
of transistors (VBEO <5V, stress factor § < 0.5 for VCE’ VGS’ and VDS ).
Derate power devices more than signal devices (stress factor $<0.4 if more
than 105 power cycles occur during the useful life, N<107 ¢ 005491,

Avoid special diedes (tunnel, step-recovery, pin, varactor, which are 2 to 20
times less reliable than normal Si diodes); Zener diodes are about one half as
reliable as Si switching diodes, their stress factor should be > 0.1.
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Allow a £30% drift of the coupling factor for opiocoupiers during operation;
regard optocouplers and LEDs as having a limited useful life (generally
>106h for 8; <40°C and < 105h for 8, >80°C), design for €, < 70°C (if
possible keep 0; < 40°C); pay attention to optocoupler insulation voltage.
Observe operating temperature, voltage stress (DC and AC), and technological
suitability of capacitors for a given application: foil capacitors have a reduced
impulse handling capability; Al wet capacitors have a limited useful life (which
halves for every 10°C increase in temperature), a large series inductivity, and a
moderately high series resistance; for solid Ta capacitors the AC impedance
of the circuit as viewed from the capacitor terminals should not be too small
(the failure rate is an order of magnitude higher with 0.1V than with 2L/V,
although new types are less sensitive); use a 10—1000F ceramic capacitor
parallel to each electrolytic capacitor; avoid electrolytic capacitors < 1uF.
Cover EPROM windows with metallized foils, also when stored.

Avoid the use of varigble resistors in final designs (50 to 100 times less
reliable than fixed resistors); for power resistors, check the internal operating
temnperature as well as the voltage stress.

5.1.5.3 PCB and Assembly Design

1.

Design all power supplies to handle permanent short circuits and monitor for
underfovervoltage (protection diode across the voltage regulator to avoid
Vour > Vin at power shutdown); use a 1010'1000F decoupling ceramic
capacitor parallel to each electrolyte capacitor.

Clearly define, and implement, interfaces between different logic families.
Establish timing diagrams using worst-case conditions, also taking the effects
of glitches into consideration.

Pay attention to inductive and capacitive coupling in parallel signal leads
(0.5—1pH/m, 50— 100pFfm); place signal leads near to ground returns and
away from power supply leads, in panticular for clocks; for high-speed circuits,
investigate the requirement for wave matching (paralle! resistor at the sink,
series resistor at the source); introduce guard rings or ground tracks to limit
coupling effects.

Place all input/output drivers close together and near to the connectors, away
from clock circuitry and power supply lines (inputs should be latched and
strobed).

Protect PCBs against damage through insertion or removal under power (use
appropriate connectors).

For PCBs employing surface mount iechnology (SMT), make sure that the
component spacing is not smatler than 0.5mm and that the lead width and
spacing are not smaller than (.25mm; test pads and solder-stop pads should
be provided; for large leadless ceramic ICs, use an appropriate lead frame
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(problems in SMT arise with soldering, heat removal, mismatch of expansion
coefficients, pitch dimensions, pin alignment, cleaning, and contamination);
pitch < 0.3 mm can give production problems.

Observe the power-up and power-down sequences, especially in the case of
different power supplies (no signals should be applied to unpowered devices).
Make sure that the mechanical fixing of power devices is appropriate, in
particular of those with high power dissipation; avoid having current carrying
contacts under thermomechanical siress,

The testability of PCBs and assemblies should be considered early in the design
of the layout (number and dimension of test points, pull-up/pull down: resistors,
activation/deactivation of three-state outputs, see also Section 5.2); manually
extend the capability of CAD tools if necessary.

5.1.5.4 PCB and Assembly Manufacturing

1.

Keep the workplaces for assembling, soldering, and testing conductive, in
particular ground tools and personnel with 1M resistors; avoid touching the
active parts of components during assembling; use soldering irons with
transformers and grounded tips.

When using aufomatic placing machines for inserted devices, verify that only
the parts of pins free from insulation penetrate into the soldering holes (critical
in particular are some resistor networks, capacitors, and relays) and that IC pins
are not bent or pressed into the soldering holes (hindering degassing during
soldering); for surface mount devices (SMD), make sure that the correct
quantity of solder material is deposited, and that the stand-off height between
the component body and the printed circuit surface is not less than 0.25mm
(pitch < 0.3 mm can give production problems).

Control the soldering temperature profile carefully; for wave soldering choose
the best compromise between soldering time and soldering temperature (about
35 at 245°C) as well as an appropriate preheating (about 60s to reach 100°C);
check the solder bath periodically and make sure that there is sufficient
distance between the solder joints and the package for temperature sensitive
devices; for surface mount technology (SMT) give preference to IR reflow
soldering and provide good solder-stop pads (vapor-phase can be preferred for
substrates with metal core or PCBs with high component density); avoid
having inserted and surface mounted devices (SMD} on the same (two-sided)
PCB (thermal shock on the SMD with consequent crack formation and possibly
ingress of flux to the active part of the component, particularly for ceramic
capacitors greater than 100 oF and large plastic ICs).

Avoid soldering gold-plated pins; if not possible, tin-plate the pins in order to
reduce the Au concentration to <4% in the solder joint (intermetallic layers)
and < 0.5% in the solder bath (contamination), 0.2 um <An thickness < 0.5um.
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5. Avoid having more than one heating process that reaches the soldering
temperature, and hence any kind of rework; for temperature sensitive devices,
consider the possibility of adequate protection during soldering (support,
cooling ring, etc.).

6. For high reliability applications, wash PCBs and assemblies after soldering
(possibly with deionized water (< 5u8/cm), but in any case with halogen-free
liquids); periodically check the washing liguid for contamination; use ultra-
sonic cleaning only when resonance problems in components are excluded.

7. Avoid any kind of electrical overstress when testing components, PCBs or
assemblies; avoid removal and insertion under power.

5.1.5.5 Storage and Transportation

1. Keep the storage temperature between 5 and 30°C and the relative humidity
between 40 and 60%; avoid dust, corrosive atmospheres, and mechanical
stresses (particularly for electromechanical components); use hermetically

- sealed containers for high-humidity environments only.

2. Limit the siorage time by implementing first-in/first-out rules (storage time
should be no longer than two years, jusi-in-time shipping is often. only
possible for a stable production line).

3. Ensure gntistatic storage and (ransportation of all ESD sensitive electronic
components, in particular semiconductor devices (use metallized, unplasticized
bags, avoid PVC for bags).

4, Transport PCBs and assemblies in antistatic containers and with all connectors
shorted.

5.1.6 Particular Guidelines for IC Design and Manufacturing

1. Reduce latch-up sensitivity by increasing critical distances, changing local
doping, or introducing vertical thick-oxide isolation.

2. Avoid significant velrage drops along resistive leads (polysilicon) by increasing
line conductivity and/or dimensions or by using mudtilayer metallizations.

3. Give sufficient size to the contact windows and avoid large contact depth and
thus sharp edges (slopes); ensure material compatibility, in particular with
respect to metallization layers.

4, Take into account chemical compatibility between materials and tools used in
sequential processes; limit the use of planarization processes to uncritical
metallization line distances; employ preferably stable processes (low-risk
processes) which allow a reasonable parameter deviation; control carefully the
wafer raw material (CZ/FZ material, crystal orientation, Oy concentration,
etc.). ; :
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3.2 Design Guidelines for Maintainability

As pointed out in Section 4.2, maintainability must be built into equipment or
systems. This has generally to be performed project-specific. However, a certain
number of design guidelines for maintainability apply quite generally. These will
be discussed in this section for the case of complex electronic equipment and
systems with high maintainability requirements.

5.2.1 General Guidelines

1. Plan and implement a concept for automatic faulf detection and automatic or
semiantomatic fault isolation down to the last repairable unit (LRU) level,
including hidden failures and software defects, as far as possible.

2. Partition the equipment or system into last repairable units (LRUs) and apply
techniques of modular construction, starting from the functional structure; make
moedules functionally independent and electrically as well as mechanically
separable; develop easily replaceable LRUs which can be tested with commonly
available test equipment.

3. Aim for the greatest possible standardization of parts, tools, and testing
equipment; keep the need for external testing facilities to a minimum.

4. Conceive operation and maintenance procedures 1o be as simple as possible, also
taking into account personnel safety, describe them in appropriate manuals,

3. Consider environmental conditions (thermal, climatic, mechanical) in field
operation as well as during transportation and storage.

52.2 Testability

Testability includes the degrees of failure detection and isolation, the correctness of
test results, and the test duration. High testability can generally be achieved by
improving observability (the possibility to check internal signals at the outputs) and
controliability (the possibility to modify internal signals from the inputs). Of the
following design guidelines, the first five are specifically valid for assemblies and
the last five are also valid for ICs (ASICs).

1. Avoid asynchronous logic {asynchronous signals should be latched and strobed
at the inputs).

2. Simplify logical expressions as far as possible.

3. Improve testability of connection paths and simple circuitry using ICs with
boundary-scan (IEEE STD 1149, [4.9]).

4. Separate analog and digital circuit paths, as well as circuitry with different
supply voltages; make power supplies mechanically separable.



146

10.

5 Design Guidelines for Relinbility, Maintainability, and Software Quality

Make feedback paths separable

' Logic ¥

Test
point

Yee
Contral signal

Realize modules as self-contained as possible, with small sequential depth,
electrically separable and individually testable,

{Control signal
Test

point
Logic Logic W
unit unit 1 Lagic | Logic 2 u o
1 2 X
Test Control signal 1 Control signal 2
point
Controk signal with MUXs

with gates

Allow for external initialization of sequential logic

¥,

cr Ver
Flip-Flop
Ext clack
Test point ——1 Test clear
Lo ™
Clock

Develop and introduce built-in self-test (BIST); introduce fest modi also for the

detection of hidden failures.

Provide enough zest points (at a minimum on functional-unit inputs and outputs

as well as on bus lines) and support them with pull-up/pull-down resistors,

provide access for a probe, taking into account the capacitive load (resistive in

the case of DC measurements).

Make use of a scan path to reduce test time; the basic idea of a scan path is

shown on the right-hand side of Fig. 5.1, the test procedure with a scan path is

as follows {n =3 in Fig. 5.1):

1. Activate the MUX control signal (connect Z to B).

2. Scan-in with n clock pulses an appropriate n-bit test pattern, this pattern
appears in parallel at the FF outputs and can be read setially with 21
additional clock pulses (repeat this step to completely test MUXs and FFs).
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Without scan path With scan path
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Figure 5.1 Basic structure of a synchronous sequential circuit, without a scan path
on the left-hand side and with a scan path on the right-hand side

3. Scan-in with n clock pulses a first test pattern for the combinational logic
(feedback part) and apply an appropriate pattern also to the input x (both
patterns are applied to the combinational circuit and generate comesponding
results which appear at the output y and at the inputs A of the MUXs).

4. Verify the results at the output y.

5. Deactivate the MUX control signal (connect Z to A).

6. Give one clock pulse (feedback results from the' combinational circuit appear
parallel at the FF outputs).

7. Activate the MUX control signal {(connect Z to B).

8. Scan-out with -1 clock pulses and verify the results, at the same time a
second test patiern for the combinational circuit can be scanned-in.

9. Repeat steps 3 — 8 up to a satisfactory test of the combinaticnal part of the
circuit (see e.g. [4.12, 4.18] for test algorithms specially developed for
combinational circuits).

5.2.3 Accessibility, Exchangeability

1. Provide self-latching access flaps of sufficient size; avoid the need for special

tools (one-way screws, Allen screws, etc.); use clamp fastening.

2. Plan accessibility by considering the frequency of maintenance tasks.
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3, Use preferably indirect plug connectors; distribute power supply and ground
over several contacts (20% of the contacts should be reserved for power supply
and ground); plan to have reserve contacts; avoid any external mechanical
stress on connectors, define (if possible) only one kind of extender for PCBs and
plan its use.

4. Provide for speedy replaceability by means of plug-out/plug-in techniques.

5. Prevent faulty installation er conrection (of PCBs in particular} through
mechanical keying.

5.2.4 Operation, Adjustment

1. Use high standardization in selecting operational tools and make any labeling
simple and clear.

2. Consider human aspects in the layout of operating consoles and in defining
operating and maintenance procedures.

3. Order all steps of a procedure in a logical sequence and document these steps by
a visual feedback.

4, Describe system status, detected fault, or action to be accomplished concisely in
full text.

5. Avoid any form of hardware adjustment (or alignment) in the field, if necessary,
carefully describe the relevant procedure.

5.3 Design Guidelines for Software Quality

Software plays an increasingly important role in equipment and systems, both in
terms of techmical relevance and of development costs (often higher than 50% even
for small systems). Unlike hardware, sofiware does not go through & production
phase. Also, software cannot break or wear out. However, it can fail 1o satisfy its
required function because of defecrs which manifest themselves whilc the system is
operating (dynamic defects). A fault in the software is thus still caused by a defect,
even if it appears randomly in time. Software problems are thus basically qualfity
problems and should be solved with guality assurance tools (configuration
management, testing, and quality data reporting systems}. This section introduces
some tools for sofiware quality assurance, with particular emphasis on design
guidelines and preventive actions. Because of their utility in debugging complex
software packages, models for software quality growth are also briefly discussed.
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Table 5.3 Software life-cycle phases

Phase Objectives / Tasks Inputs Qutputs
+ System specifications for
» Problem definition functional (what) and
Con * Problem definition * Constraints on computer|  performance (how)
cept » Feasibility check i j
y checl size, programiming aspects
languages, IFO, etc. * Proposal for the definition
phase
* Revised system
Lo specifications
* :ﬁgﬁtiﬁions * System specifications |« Interface specifications
Definition  Intorface definitions . Pmpnsal for the « Updated estimation of
o definition phase costs and schedule
* Second feasibility « Feedback from users
check + Proposal for the design,
coding, and testing phase
= Setup of detailed « Definitive flowcharts,
specifications data flow diagrams, and
+ Software design * Revised system data analysis diagrams
Design, + Coding specifications + Test procedures
Coding, « Test of cach module |+ Interface specifications |* Completed and tested
Testing * Verification of * Proposal for the design, |  software modules
compliance with coding, and testing + Tested I/ facilivies
module specifications phase *+ Proposal for the
(design reviews) integration, validation,
¢ Data acquisition and installation phase
* Integration and valid-
ation of the software  j* Completed and tested
Integration, * Verification of software modules + Completed and tested
Validation, compliance with » Tested /O facilities software
Instaflation system specs (design  |* Proposal for the + Complete definitive
reviews) integration, validation, documentation
* Setup of the definitive and installation phase
documentation
* Use/application of the |+ Completed and tested
Operation, software software
Maintenance |+ Maintenance (corrective|* Complete definitive
and perfective) documentation

A first difference between hardware and software appears in the life-cycle phases
(Table 5.3). In contrast to Fig. 1.6, the production phase does not appear in the
software life-cycle phases, since software can be copied without errors. A partition
of the software life-cycle into clearly defined phases, each of them closed with an
extensive design review, is mandatory for software quality assurance. A second
basic distinction between hardware and software is given by the quality attributes or
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Table 5.4 Important.software quality atributes and characteristics

Attribute Definition
Compatibility Degree to which two or more software modules or packages can perform their
e required functions while sharing the same hardware or software environment
Degree to which a software module or package possesses the functions
letel N

Completeness necessary and sufficient fo satisfy user needs

Consistency Degree of uniformity, standardization, and freedom from contradiction within
the docurnentation or parts of a software package

Defect Freedom Degree to which a software package can execute its required function without

(Reliability) | causing system failures

Defect Tolerance | Degree to which a software module or package can function correctly in the

{Robustmess)} presence of invalid inputs or highty stressed environmental conditions

Documentation Totality of documents necessary 1o describe, design, test, install, and maintain a
software package

Efficiency Degree to which a software module or package performs its required function
with minimum consumption of resources (hardware and/or software}

Flexibility Degree to which a software madule or package can be modified for use in
applications or environments other than those for which it was designed

Tatesrit Degree to which a software package prevents unauthotized access to or

i modification of computer programs or data
PSP Degree to which a software module or package can be casily modified to
Maintainabili :
¥ comect faults, improve the performance, or other atributes

Portability Diegree to which a software package can be transferred from one hardware or
software environment to another

Reusability Degree to which a software moduie can be wsed in anather program

Simplicity Degree to which a software module or package has been conceived and
implemented in a straightforward and easily understandable way
Degree to which a software rodule or package facilitates the establishment of

Testability test criteria and the performance of tests to determine whether those criteria
have been met

Usability Degree to which a user can leam to operate, prepare inputs for, and interpret
outputs of a software package
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From the above considerations, software quality can be defined as the degree to
which a software package possesses a stated combination of quality attributes
{characteristics). If completed by an appropriate set of software quality metrics,
this allows an objective assessment of the quality level achieved. Since only a
limited number of quality attributes can be fully satisfied by a specific software
package, the main purpose of software quality assurance is to maximize the
common part of the quality attributes needed, specified, and realized. To 1each
this target, specific activities have to be performed during all software life-cycle
phases. Many of these activities can be derived from hardware quality assurance
tasks, in particular regarding defect prevention, configuration management,
and festing (including defect correction). However, auditing software quality
assurance activities in a project should be more intensive and with a shorter
feedback than for hardware (Fig. 5.2). Quite generally, it would be good to
overcoine the traditional sepuration of hardware and software and focus efforts
on defect prevention.

Saftware module is used here also for software element

characteristics (Table 5.4). The definitions of Table 5.4 extend those given in
Appendix Al and consider established standards [5.46]. Not all quality attributes of
Table 5.4 can be fulfilled at the same time. In general, a priority list must be
established and consequently followed by all engineers involved in a project. A
further difficulty is the quantitative evaluation (assessment) of sofyware quality
attributes, i.e. the definition of sofiware guality metrics. .

Software System Software Validation
Specification and Installation
w 5
i i
i ]
[ !
1 i
Y e ¢
. . - -~ - ‘ I
Basic Software Module
Siructure Integration

i A Y

i 1

] |

1 i

! i

Y - ra
~ R - R y ’
" Software Module Module  [*
Specifications Validation
Module (Software Element)

Design, Coding, and Testing

Flgure 5.2 Procedure for sofiware development (sop-down design and bottom-up integration with
vertical and horizontal control foops)
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5.3.1 Guidelines for Software Defect Prevention

Defects can be introduced in different ways and at different points along the life
cycle phases of software. The following are some causes for defects:

1. During the concept and definition phase
» misunderstandings in the problem definition,
» constraints on CPU performance, memory size, computing time, IO facilities
or others,
* inaccurate interface specifications,
+ too little attention to user needs and/or skills.

2. During the design, coding, and testing phase
= inaccuracies in the detailed specifications,
« misinterpretation of the detailed specifications,
» inconsistencies in procedures or algorithms,
* timing problems,
« data conversion errors,
+ faulty initialization,
+ complex software structuring, or large dependence between software modules.

3. During the integration, validation, and installation phase
= too large an interaction between software modules,
« errors during software comrections or medifications,
= unclear or incomplete documentation,
+ changes in the hardware or software environment,
» exceeding important resources (dynamic memory, disk, etc.).

Defects are thus caused in general by Auman errors, software developer or user.
Their detection and removal become more expensive as the software life cycle
progresses (often by a factor of 10 between each of the four main phases of Table
5.3, as in Fig. 8.2 for hardware manufacturing). Considering also that many defects
are detected only by a particular combination of data and system states, and can
therefore remain undiscovered for a fong time after the software instaliation, the
necessity for defect prevenrion through an appropriate software quality assurance
becomes obvious. Following design guidelines can be useful:

1. Fix written procedures/rules and follow them during software development
(such rules specify quality attributes, giving them the necessary priority, as
well as quality assurance procedures and can be project-specific).

2. Formulate detailed specifications and interfaces as carefully as possible, such
specifications/interfaces should exist before coding begins.

3. Give priority to object oriented programming.

4. Use well-behaved high-level programming languages, assembler only when 2
problem cannot be solved in any other way; use established Computer Aided
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Software Engineering (CASE) for program development and testing.

5. Partition software into independent software modules (modules should be
individually testable, developed top-down, and integrated bottom-up).

6. Take into account all constraints given by 10 Jacilities.

1. Develop software able to protect itself and its data; plan for automatic testing
and validation of data.

8. Consider aspects of testingltestability as early as possible in the development
phase; increase testability through the use of definition languages (Vienna,
RTRL, PSL, IORL).

9. Improve understandability and readability of software by introducing appropri-
ate comments.

10. Document software carefully and carry out sufficient configuration
management, particularly with respect to design reviews (Table 5.5).

Scftware for on-line systems (product and embedded software) should further be
conceived to be tolerant (as far as possible) on hardware failures and to allow a
system reconfiguration, particularly in the context of a fail-safe concept (hardware
and software involved in fail-safe procedures should be periodically checked).

For equipment and systems exhibiting high reliability or safety requirements,
software should be conceived and developed to be defect tolerant, i.e. to be able to
continue operation despite the presence of software defects. For this purpose,
redundancy considerations are necessary, in the time domain (protocol with
retransmission, cyclic redundancy check, assertions, exception handling, etc.), in
the space domain (error correcting codes, paralle]l processes, etc.), or a combination
of both. Moreover, if the interaction between hardware and software in the
realization of the required function at the system level is large (embedded software),
redundancy considerations should also be extended to cover hardware defects and

Jailures, ie. to make the system faulr tolerant (Section 2.3.7). In this context,

effort should be devoted to the investigation of the causes and effects (criticality) of
hardware and software faults from a system level point of view, including hardware,
software, human factors, and logistical support.

kY

5.3.2 Configuration Management

Configuration management is an important guality assurance tool during the design
and development of complex equipment and systems, both for hardware and
sofiware. Applicable methods and procedures are outlined in Section 1.5 and
discussed in Appendices A3 and A4. Many of these methods and procedures can
be adapted to software, and this has also been done in some standards (IEEE Std
828-1998, 1028-1997, 1042-1987, [5.46 or A2.7]. Of particular importance for
software are design reviews as described in Table 5.5 (see Table A3.2 for hardware
aspects) and configuration control (management of changes and modifications).
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833 QGuidelines for Software Testing

Planning for software testing is generally a difficult task, as even small programs
can have an extremely large number of states which makes a complete sest
impossible. A fest strategy is then necessary. The problem is also known for
hardware, for which special design guidelines to increase testability have been
developed (Section 5.2). The most important rule, which applies to both hardware
and software, is the partitioning of the item (hardware or software) into independent
modules which can be individually tested and integrated bottom-up to constitute the
system. Many rules can be project-specific. The following design guidelines can
be useful in establishing a test strategy for software used in complex eguipment and
systems:

1. Plan software tests early in the design and coding phases, and integrate them
step by step into a test straregy.

2. Use appropriate tools {debugger, coverage-analyzer, test generators, etc.).

3. Perform tests first at the module level, exercising all instructions, branches and
logic paths.

4. Integrate and test successively the different modules botfom-up to the system
level.

5. Test carefully all suspected paths (with potential defects) and software parts
whose incorrect ranning could cause major system failures.

6. Account for all defects which have been discovered with indication of running
time, software and hardware environments at the occurmrence time (state,
parameter set, hardware facilities, etc.), changes introduced, and debugging
effort.

7. Test the complete software carefully in its final hardware and software
environment,

Testing is the only practical possibility to find (and eliminate) defects. It includes
debug tests (generally performed early in the design phase using breakpeints,
desk checking, dumps, inspections, reversible executions, single-step operation,
or traces) and run tests. Although costly (often up to 50% of the software
development costs), tests cannot guarantee freedom from defects. A balanced
distribution of the efforts between preventive actions (defect prevention) and testing
must thus be found for each project.

5.3.4 Software Quality Growth Models

Since the beginning of the scventies, a large number of models have been proposed
to describe the occurrence of software defects during operation of complex equip-
ment or systems. Such an occurrence can. generate a failure at system level and
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Table 5.5 Software design reviews (IEEE Std 1028-1988 [5.46])

Type Objective

Provide recommendations for the following

Management |» activities progress, based on an evaluation of product development status
Review » changing project direction or identifying the need for alternate planning
» adequate allocation of resources through global control of the project

Evaluate a specific software element and provide management with evidence

that

Technical + the software element conforms to its specifications

Review « the design (or maintenance) of the software element is being done according
to plans, standards, and guidelines applicable for the project

* changes to the software element are properly implemented and affect only
those system areas identified by change specifications

Evaluation

Detect and identify software element defects, in particular

Software = verify that every software element satisfies its specifications
Inspection [+ verify that every software element conforms to applicable standards
« identify deviations from standards and specifications

= gvaluate software engineering data {(e.g. defect and effort data)

Verification

Find defects, omissions, and coniradictions in the software elements and
Walkthrough | consider alternative implementations (long associated with code examination,
this process is alse applicable to other aspects, e.g. architectural design, detailed
design, test plans/procedures, and change control procedures)

Software Element is used here also for Software Module

appears often randomly distributed in time. For this reason, modeling has been
done in a similar way as for hardware failures, i.e. by introducing the concept of
software failure rate. Such an approach may be valid to investigate software
quality growth during software validafion and installation, similarly to the
reliability growth models developed in the sixties for hardware (Section 8.4).
From the above consideration, the main target should be the development of
software free from defects and thus focus the effort on defect prevention rather
than on defect modeling. However, because of their use in investigating sofiware
queality growth, this section introduces briefly the basic models known for software
defect modeling.

1, Between consecutive occutrence points of a software defect, the "failure rate" is
only a function of the number of defects still present in the software under
consideration. This model leads to a death process and is known as the Jeliniski-
Moranda model. If at =0 the software contains n defects, the probability
P;(1) = Pr{i defects have been removed up to the time ¢ [ n defects were present
atz =0} can be computed recursively from (see Fig. A7.9 with vy =na,
v =(R—f)).. and 9,‘ =0 for i=l,...,ﬂ)
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Figure 5.3 P;(7) = Pr{i defects have been removed up to the time 1 | n defects were present at ¢ = 0}
for i =040 3 and n=10 (the time interval between consecutive occurrence points of a defect is
exponentially distributed with parameter A; = (n—i)A)
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or directly as

P,(r) = (':)(1 —eMye A Ly (5.4)

Figure 5.3 shows Pp(f) to Py(r) for n =10, This model can be easily extended
10 cover the case in which the parameter A also depends on the number of defects
still present in the software.

2. Between consecutive occurrence points of a software defect, the "failure rate” is
a function of the number of defects still present in the software and of the fime
elapsed since the last occurrence point of a defect. This model generalizes
Model 1 above and can be investigated using semi-Markov processes (Appendix
AT.0).

3. The flow of occurrence of software defects constitutes a nonhomogeneous
Poisson process (Appendix A7.2.5). This model has been extensively investiga-
ted in the literature, together with reliability growth models for hardware, with
different assumptions about the form of the process intensity (Section 8.5).

4. The flow of occurrence of software defects constitutes an arbitrary point process.
This model is very general but difficult to verify because of the lack of reliable
field data.
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Figure 5.4  Simplified modeling of the time behavior of a system whose failure is caused
by a hardware failure ( Z; — Z; ) or by the occurrence of a software defect ( Z;, » Z . )

The first two models are based on the concept of failure rate A(t), as defined by
Eq. (A6.27), and the two other omes assume that the flow of occurrence of
software defects constitutes particular point processes (not necessarily renewal
processes, since the siructure of the process can changes at the occurrence of each
defect). Aithough the models described above are correct from a mathematical
point of view, they often suffer from the lack of reliable field data, especially
concerning the number and criticality (effect a1 system level) of the defects still
present in the software under consideration. Defect prevention should thus remain
the main focus of software quality assurance efforts.

For systems with hardware and software, one can often assume that defects in
the software will be detected and eliminated one after the other. Only hardware
failures should then remain. Figure 5.4 shows a possibility to take this into account.
However, the interdependence between hardware and software can be greater than
that assumed in Fig. 5.4. Also is the number {(#) of defects in the software at the
time f=0 generally not known and furthermore, by eliminating a software defect
new defects can be introduced. Investigations in this field are in progress.



6 Reliability and Availability
of Repairable Systems

Reliability and availability analysis of repairable systems is generally performed
using stochastic processes, including Markov, semi-Markov, and semi-regenerative
processes. The mathematical foundation of these processes is given in Appendix
A7. Equations used for the investigation of Markov and semi-Markov models are
summarized in Table 6.2. This chapter investigates systematically most of the
reliability models encountered in practical applications (the index § stays for system
and designates the highest integration level considered). After a short introduction
(Section 6.1), Section 6.2 investigates in detail the one-item structure (under very
general assumptions). Sections 6.3 to 6.6 deal then extensively with basic series/
parallel structures. To unify models and simplify calculations, it is assumed that the
system has only one repair crew and that no further failures can occur at system
down. Starting from constant failure and repair rates between successive states
(Markov processes), generalization is performed step by step (beginning with the
repair rates) up to the case in which the process involved is regenerative with a
minimum number of regeneration states. Section 6.7 deals in depth with
approximate expressions for large series/parallel structures, when independent
elements or macro structures are used. Sections 6.8 to 6.1 consider systems with
complex structures as well as the influence of imperfect switching and of preventive
maintenance. For the basic structures investigated in Sections 6.2 to 6.7, important
results are summarized in tables and graphs (Tables 6.3 to 6.10, Figs. 6.17 and
6.18). The use of dedicated software packages is discussed in Section 6.8.2.

6.1 Introduction and General Assumptions

Investigation of the time behavior of repairable systems spans a very large class of
stochastic processes, from simple Poisson processes through Markov and semi-
Markov processes up 1o sophisticated regenerative process with only one, or just
some few regeneration states. Nonregenerative processes are seldom considered
because of mathematical difficulties. Important for the choice of the class of
processes to be used are the distribution fenctions of the failure-free operating time
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and of the repair time of each element in the system. When the failure and repair
rates of all elements in the system are constant (during the sojourn time in each
state, but not necessarily at a state change, e.g. because of load sharing as in Figs.
2.12, 6.8, 6.13), the process involved is a time homogeneous Markov process with
finitely many states (exponentially distributed sojourn time in each state).
Similarly if Erlang distributions occur, supplementary states can be introduced
(Section 6.3). The possibility to transform a given stochastic process into a Markov
process by introducing supplementary variables and/or states is theoretically
possible, but often difficult to apply in practical situations {Appendix A7.8).
A generalization of the distribution functions of repair times leads to semi-
regenerative processes, i.e. to processes with an embedded semi-Markov process.
This is always true if the system has only one repair crew, then each termination of
a repair is a renewal point (because of the assumed constant failure rates).
Arbitrary distributions of the repair and failure-free operating times lead in general
1o nonregenerative stochastic processes.

Table 6.1 gives an overview of the processes used in reliability investigations of
repairable systems, with their possibilities and limits, Appendix A7 introduces these
process with particular emphasis on reliability applications. All equations
necessary for the reliability and availability computation of systems described by
Markov and semi-Markov processes are summarized in Table 6.2.

Basic for reliability and availability calculations are the reliability block
diagram, the distribution functions of the failure-free operating time and of the
repair time of each element, as well as information about maintenance strategy,
logistical support, type of redundancy, and dependence berween elemenis. Reliab-
ility and availability are given as functions of time by solving appropriate systems
of differential or integral equations, or expressed by the mean time to failure or the
steady-state point availability at system level (MTTF; or PAg) by solving
appropriate systems of algebraic equations. If the system has no redundancy, the
reliability function is the same as in the nonrepairable case. In the presence of
redundancy, it is generally assumed that redundant clements will be repaired
without interrupting the operation at system level. Reliability investigations thus
aim to find the occurrence of the first system down, whereas the point availability is
the probability to find the system in an up state at the time ¢ considered, independent
of whether down states have oceurred before ¢,

In order to unify the models and simplify calculations, the following assump-
tions are made for the analyses in Sections 6.2 to 6.6:

1. Continuous operation. Each element of the system is operating when
not under repair or waiting for repair because of a busy repair crew. (6.1}
2. No further failures at system down: At system down the system is
restored according to a given maintenance strategy to an up state at
system level from which operation is continued, failures during a repair
at system down are neglected. (6.2)
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3. Only one repair crew is available at system level: Repair is performed
according to a stated strategy, e.g. first-in/first-out, given prority, etc. (6.3)
4, Redundancy: Redundant elements are repaired without interruption of
operation at system level. (6.4)
. As-good-as-new: The repaired element is after repair as-good-as-new. (6.5)
6. Independence: Failure-free operating times and repair times of each
element are statistically independent, positive, and continuous random
variables with finite mean ( MTTF =mean time to failure, MTTR = mean

LA

time to repair) and variance. (6.6)
7. Support: Preventive maintenance is neglected, switching is ideal,
logistical sapport is unlimited (apart assumption 6.3). (6.7)

The above assumptions apply in many practical situations {(Section 6.8). However,
assumption (6.5) should be verified critically, in particular when the repaired
element does not consist of just one part which has been replaced by a new one, but
contains parts which have not been replaced during the repair. This assumption is
valid if the non-replaced parts have constant (time independent) failure rates and
applies also for considerations at system level.

Table 6.1 Stochastic processes used in reliability and availability analysis of repairable systems

. . . Degree of
Stochastic processes Can be used in modeling Background difficulty
Spare parts reservation in the case of Renewal
Rencwal processes | arbitrary failure rates and negligible thea Medium
- Ty
i replacement or repair times
Altemating renewal | One-item renewable (repairable) structures | Renewal Medium
PTOCESSeS with arbittary failure and repair rates theory
Systems of arbitrary structure whose
Markov processes elements have constant failure rate and Diferential
i i i ? Low
{finite state space, constant repair rates {during the sojowrn equations
time-homogeneous) | time in each state, but not necessasily at a
state change, e.g. because of load sharing)
. Some systems whose elements have constant | .. .
mﬁmv o erlangian falure rates (Erlang distributed equf;ilns Medium
failure-free times) and arbitry repair rales
Semi-regenerative Systems of arbitrary structure whose
processes (processes | elements have constant faifure rates and Integral
with only few) arbitrary repair rates; some redundant equations High
regeneration siates structures whose elements have not only con-
stant failure rates and arbitrary repair rates
:o:r:gmmnv:ed proc. Sy of arbitrary s whose Sophisticated High to
a]Fm“ a]l ml :a.ting :i:enmhaveubimfulufeandmpw ial ifF. very high
renewal processes) equations
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One-item repairable structures are analyzed in Secticn 6.2 under very general
assumptions allowing a careful investigation of the asymptotic and stationary
behavior. For all basic reliability structures (series, parallel, and series/parallel},
investigations begin in Sections 6.3 to 6.6 by assuming constant failure and repair
rates for each element in the reliability block diagram. Distributions of the repair
times, and as far as possible of the failure-free operating times, are then generalized
step by step up to the case in which the process involved remain regenerative with
Jjust a minimum number of regeneration states. This is also in order to show the
capability and limits of the models considered. For large series/parallel structures,
approximate equations are developed in Section 6.7 comparing different methods
(independent elemenis, macro-structures, omission of states with low probability).
More complex structures as well as the influence of preventive maintenance and of
imperfect switching are discussed in Sections 6.8 to 6.10.

From the systematic investigations given in Sections 6.2 to 6.10, the following
conclusions can be drawn:

1. Analytical methods work well for reasonably simple structures, For large state
spaces, one of the following possibilities has to be used:

* Computation of the mean time to failure and of the steady-state availability
at system level only.

* Combination of elementary structures (series, parallel, and series/parallel) of
the reliability block diagram into macro-structures for which the expressions

for the reliability and availability (exact solutions) are known (Table 6.10).

» Combination of states in the transition probabilities diagram in (¢, 1+ 8¢].
* Solution with the help of approximate expressions

— use of macro-structures (see above),

~ omission of states with more than k failures (e.g. k> 2),1i.e. of states with
low probabilities,

— assumption that each element in the reliability block diagram works and
is repaired independently of all other elements (the Boolean function for
the reliability in the nonrepairable case (Section 2.3.4) applies for the
point availability in the repairable case too, Table 6.9),

* Use of Monte-Carlo simulations.

2. Assumption (6.2} allows a reduction of the state space and thus simplifies the
calculation: of the availability and interval reliability; it has no influence on the
reliability function and delivers in many practical applications a good
approximate expression for the availability and interval reliability.

3. As long as for each element in the reliability block diagram the condition
MTTR << MTTF holds, the form of the distribution funciions of the repair times
has a small influence on the mean time to failure and on the steady-state
availability at system level (Examples 6.7 and 6.8).
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4. For large systems, it is preferable to start investigations by assuming Markov
models, i.e. constant failure and repair rates for all elements. If MTTR << MTTF
holds, experience shows that the precision obtained is in general good for
practical applications (Example 6.8). In a second step, more appropriate
distribution functions for repair times or even for failure-free operating times can
be considered. With this approach in mind, Table 6.2 gives the equations for the
computation of the reliability, availabitity, and interval reliability of Markov and
semi-Markov models. However, for large systems even the use of Markov or
semi-Markov models can become time consuming, because of the large number
of states involved (often close to e'n! for r elements in the reliability block
diagram). In such cases, one of the approximation method given in Section 6.7
can be used (see also Section 6.8 for more general considerations).

6.2 One-Item Structure

A one-item structure is an entity of arbitrary complexity, which for investigation
purposes is considered as a unit. Its reliability block diagram consists of a single
element, see Fig. 6.1.

Under the assumptions (6.1) to (6.3) and (6.5} to (6.7), the repairable one-item
structure is completely characterized by the distribution function of the jailure-free
operating times Tg, 1, ...

Fa(r) =Pr{tg <1} and FiH =Priy; <1}, i=12,.., (6.8}
with densities
dF,(t) dF(#)
f = —— = m—— .
4(1) i and () o (6.9}

of the distribution function of the repair fimes Ty, T, ...

Ga=Pritg<r} and  GE=Prft; <1), i=12,.., (6.10)

> E —

Figure 6.1 Reliability block diagram of a one-item structure
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up T, T, T 1,
(—\\_}/\ T
% 0 S et \_/;\ - S s
5 % T

down

Figure 6.2 Time behavior of a repairable one-item structure new at t=0 (repair times are
exaggerated, @ = renewal point, duw = transition from down state to up state given that the item is
upatf=0)

with densities
dGa(n d Git)
t)y=—"-"-">- d t) = . 6.11
galt) it an 46 @t (6.11)
and the probability p that the one-itemn structure is up at r =0
p=Priupatr=0} (6.12)

or
1- p = Pr{down (i.e. under repair) at t = 0},

respectively (Fy(0)=F(0)=G 4(0)=G{(0)=0). The time behavior of a one-item
structure can be investigated in this case with help of the alternating renewal
process introduced in Appendix A7.3.

Section 6.2.1 considers the one-item structure rew at =0, i.e. the case p=1
and F,()=F(), with arbitrary F(¢) and G(:). Generalization of the initial
conditions at £ =0 will allow in Sections 6.2.4 and 6.2.5 an investigation in depth
of the asymptotic and stationary behavior.

6.2.1 One-Item Structure New at Time =0

Figure 6.2 shows the time behavior of a one-item structure new at ¢ =0. Tp, Ty, ...
are the failure-free operating times. They are statistically independent and
distributed according to F(f) as in Eq. (6.8). Similarly, T, T}, ..., are the repair
times, distributed according to G(¢) as in Eq. (6.10). Considering assumption (6.3)
the time points 0, Sy, ... are renewal points and constitute an ordinary renewal
process embedded in the original alternating renewal process. Investigations of this
Section are based on this property. To emphasize that the one-item structure is new
at =0, all related quantities will have the index 0 (state Z is entered at £=0).
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6.2.1.1 Reliability Function
The reliability function gives the probability that the item operates failure free in
{0, ¢]. Thus (considering that the item is new at :=0)

Ry{#) = Pr{up in (0,11} new at £ =0}, 6.13)
and from Eq. (6.8) it foltows that

Ro(t)=Pr{r) > 1} =1-F(1). (6.14)

The mean time to failure follows from Egs. (6.14) and (A6.38)

MTTFy = [Ro(t)dt, (6.15)
0

with the upper limit of the integral being 7, should the useful life of the item be
limited to 73 (in this case F(?) jumps to 1 and Ry{r} to 0 at ¢=T7;), In the
following it will be tacitly assumed that 7 = o,

6.2.1.2 Point Availability

The point availability gives the probability of finding the item operating at time ¢.
Thus (considering that the item is new at £=0)

PAp(?) =Pr{up at t| new att = 0}, (6.16}
and the following holds
' !
PAg(6) =1 - F() + [ hg,, () (1 - F(r — x)dx. (6.17)
0

Equation (6.17) has been derived in Appendix A7.3 using the theorem of total
probability, see Eq. (A7.56). 1-F(¢) is the probability of no failure in (0, ¢],
t 2, (x)dx gives the probability that any one of the renewal points Sz, Sz -
lies in (x, x + dx], and 1~ F(z — x) is the probability that no further failure occurs in
(x, z}. Using the Laplace ransform (Appendix A9.7) and considering Eq. (A7.50)
with F, (f) = F(1), Eq. (6.17) yields

1-(s)
st~ T(s)aGs)

f(5) and Z(s) are the Laplace transforms of the failure-free operating times and
repair times densities, respectively (defined by Eqs. (6.9) and (6.11)).

PAg(s)= {6.18)
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Example 6.1
a) Give the Laplace transform of the poini availability for the case of a constant failure rate h.

Solution
With F(r) = 1—e~*7 or f(r}= A e~M, Eq. {6.18) yields
1

PAn(s)2 — .
T T

(6.19)

A Gamma distribusion, ie. g()=o(@nP ™ e /T(B) as By. (A6.98) with A=ct, would lead to

s+of

PAq(s) = o
0= s b A

b) Give the Laplace iransform and the corresponding time function of the point availability for
the case of constant failure and repair rates ), and .

Solution
With )= Ae ™ and gir} = pe ™, Eq. (6.18} yields
F+p

PAg{s)= m,

and thus (Table A9.7b)

PAO(r)=—*’-’—+ A e~ (6.20)

Avp Aep

PAy(r) converges rapidly, exponentially with a time constant 1/ (A+p) =1/ =MTTR, to the
asymplotic value W/ (A + L), see Section 6.2.4 for a more extensive discussion.

PA,(#) can also be derived using regenerative process arguments {Appendix
A7.6). After the first repair the item is as-good-as-new, Sy, is a renewal point
and from this time point the process restarts anew as at ¢ ={. Therefore,

Priup att| Sguut = ¥} = PAglt — x). .21
Simce the cvent
up att

occurs with exactly one of the following two mutually exclusive events

no failure in (0, 1]
or _

Sduul StMupatt
it follows that

t
PA(1) =1-F(t)+ [(F(x)*a(:)PAg( ~ x)dx, 6.22)
0
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where f(x)*g(x) is the density of the sum T, +1; (see Fig 6.2 and Eq. (A6.75)).
The Laplace transform of PAy(¢) as per Eq. (6.22) is still given by Eq. (6.18).

6.2.1.3 Average Availability

The average availubility is defined as the expected proportion of time in which the
item is operating in (0, r]. Thus (considering that the item is new at 1 =0)

AAg(n) = %E[total up time in (0, 1]| new atz =01, {6.23)
and
.
AAg(1) = ;J'PAO(x)dx (6.24)
V]

holds with PAg(x) from Eq. (6.17) or Eq. (6.22). To prove Eq. (6.24), consider
that the time behavior of the item can be described by a binary random function
taking values 1 with probability PAg(¢) for up state and 0 for down state, the mean
{expectad value) of this random function is equal to AA(r), see also Eq. {A6.39).

6.2.1.4 Interval Reliability

The interval reliability gives the probability that the item operates failure free
during an interval [r, 7 +0]. Thus (considering that the item is new at £==0)
IR(t, t+0) = Pr{upin [t, £ + 8] | new at t = 0} (6.25)

and the same method used to find Eg. (6.17) leads to

!
R (1,6 +8) = 1~ F(t +8) + [, (x)(1 - F(t + 08— x))dx. (6.26)
i

Example 6.2
Give the interval reliability for the case of a constant failure rate i.

Solution
With F(7) = 1- ¢~M it follows that

i i
IRo(r t+0=e "0 fh (e W g o fo ™ 4 [hy (x)e M D dx] ™.
[+ o

Comparizon with Eq. (6.57) for F(t)=1-e* yields
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IRgis.1 +8) = PAg(rye A0, (6.27)

It must be pointed out that the preduct rude of Eq. (6.27), expressing that Priup in[t. £ +0]} =
Pr{up at t}-Pr{no failure in (¢, 1+ 8]}, is valid enly because of the constant failure rate b
(memoryless property); in the general case, the second term would have the form
Pr{no failure in (¢, ¢ + B]] up at £} which differs from Pr{no failure in {1, 1+ 8]}.

6.2.1.5 Special Kinds of Availahility

In addition to the point and average availabilities given in Sections 6.2.1.2 and
6.2.1.3 there are several other kinds of availability frequently used in applicadons:

1. Mission Availability: The mission availability MA((T,,.t ¢) gives the probability
that in a mission of total operating time T}, each failure can be repaired within a
time span ¢y Hence (considering that the item is new at ¢ = 0)

MAO(To,tf) = Pr{each individual failure occuring in a mission
with total operating time T, can be repaired
inatime<ty| new at7=0}. (6.28)
Mission availability is important in applications where interruprions of duration
Sty can be accepted. Its calculation takes care of all cases in which there are
(exactly) 0,1, 2, ... fatlures, by considering that at the end to the mission the
item is operating (to reach 7,,). Thus,

MA(T,, 17)=1-F(T,)+ T () - Byt (T, (Gl (6.29)

n=1

EAT,)-F,1(T,) is the probability of n failures during the total operating time
T, as given by Eq. (A7.14) with F(#)=F() for :+<7;, and (G(rf))M 15 the
probability that each repair will be shorter than t,. The case of constan: failure
rate b yields

AT AT,

ET) - Fu () = al

and thus

MAg(T,,t7) = e 2T 0=0lep), (6.30)

2. Work-Mission Availability: The work-mission availability WMA,(T,.14) gives
the prebability that the sum of the repair times for all failures occurring in a
mission with fotal operating time T, is smaller than f;. Hence (considering
that the itemn is new at 7=0)
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WMA((T5.¢,4)=Pr{sum of the repair times for all failures occurring in a
mission of total operating time T, issrd[ newat =0}, (6.31)

Similarly as for Eq. (6.29} it follows that

WMA(T,. ) =1-F(T) + E(FH(T;J) =B (TG0 Gley), (6.32)
n=1
where G, (t;) is the distribution function of the sum of n repair times distributed
according to G(f). It is not difficult to recoginze that WMAg(¢ — x, x) is the
distribution function of the fotal down time (sojourn time in the repair state) in
(0, ¢] for a process described by Fig. 6.2, i.e. forany 0 < x <r it holds that

Pr{total repair time in (0, t] < x | new at ¢ == 0}
= Pr{total up time in {0, {1 > ¢ - x{ new at t =0}=WMAy(z ~ x,x),

with Pr{total repair time in(0, 1] =0 | new at t=0}=1-F(s) = WMAq(t,0). From
this interpretaion of WMA(7,,7;) it follows that

‘
Eltotalup timein (0, ¢}| new ats = 0] = [WMAg(s - x, x)dx. (6.33)
0
Equation (6.33) is a further expression for - AAq(r)given in Eq. (6.24).

. Joint Availability. The joint availability JAy(2, £ +6) gives the probability of
finding the item operating at the time points # and ¢ + 0, hence (considering that
the itemn is new at r=0)

JAg(t, t+8)=Pr{(upatsnupat s+ B)i new at t = (0}, (6.34)

For the case of a constanr failure rate, the two events wpart and uparr+6
of Eq. (6.34) are independent, thus

TAq(t, t +8) =PAy{r)PAL(B). ' (6.35)
For an arbitrary failure rate, it is necessary to consider that the event

upattrupatt+0

occurs with one of the following two mummally exclusive events (Appendix A7.3)

upin[t, t +0]
or
up at f  next failure occurs before t +@up at 1 + 0.

The probability for the first event is the interval reliability IR (¢,¢ +8) given by
Eg. (6.26). For the second event, it is necessary fo consider the distribution
function of the forward recurrence time in the up state Tg,(r). As shown in
Fig. 6.3, T, (¢) can only be defined if the item is in the up state at time ¢, hence

6.2 One-ltem Structure ' m

Prite,(r) > x| new at ¢ =0} = Priup in (1,  + x] | (up at 1 " new at ¢ = 0)}
and thus, as in Example A7.2 and considering Eqs. (6.16) and (6.25),

Pr{up in [#,2+x]| new at ¢ = O} _Ry(ne+x)
Priup at f] new at ¢ = 0} PAG(1)
=1-F, (x) (6.36)

Pritp, () >x|new atr=0}=

From Eq. (6.36) and the above considerations, it follows that
B
IAg(s,e+0) = Ro(t.1 +8) + PAy() [ f, (XIPA|(® - x)dx
0 K

TR,y{t,t + x)

5]
= Ry{r,r +0) - | >
X

0

PA,(®-x)dr, (637)
where PA (¢} = Pr{up at t| a repair begins at t = 0} is given by

!
PAL() = [ hgg(x)(1 - Fe - x))ekx, (6.38)
0
with h,(£)=g(t) +g(f) * f(£) * g+ () * £() * g(2) = £ *g() +..., see Eq. (AT.50),
JAg{t,1 +8) can also be obtained in a similar way to P Ag(z} in Eq. (6.17), ie.
by considering the alternating renewal process starling up at the time r with
T (1) distributed according to F‘x (x) as per Eq. (6.36), this leads to

8
TAg(t, +8) = IRg(t,1 +8) + [1 (x)(1 - BB - ))dx, (6.39)
]

with h'dw(x) =f;R£x)*g(x)+f;R$x) * g(x)* f(x) * g{x)+..., see Bg. (A7.50), and
f;R(x) = PA((1) Iy, (¥) = PAQ() dFy  ()/dx == 0OIRq(r,t + 1)/ x, see Egs.
(6.3"6) and (6.37). Similarly as for Tg,(f), the distribution function for the

forward recurrence time in ihe down state Tgy(t), see Fig. 6.3, is given by

t
[y () (1 = Gle + x— 3Dy

=0=1-2 6.40
Pr[TM(r)éxlnewatr 0}=1 1= PAg® (! )

with h g, (0) = f(r) + f{e) # g{t) * (¢ + ..., see Eq. (A7.50).

1M(.-)

/_--..l .
L L

I 10 '

L

Figure 6.3 Forward recurrence times T g, (1) and T, (¢) in an altemating renewal process
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6.2.2 One-Item Structure New at Time £ =0 and with
Constant Failure Rate A

In many practical applications, a constant failure rate A can be assumed. In this
case, the expressions of Section 6.2.1 can be simplified making use of the
memoryless property given by the constant failure rate. Table 6.3 summarizes the
results for the cases of constant failure rate A and constant or arbitrary repair rate |
or U} = g /(1-G(1).

6.2.3 One-Item Structure with Arbitrary Initial Conditions at
Time ¢ =0

Generalization of the initial conditions at time ¢ =0, i.e. the introduction of p,
Fa(t) and Gu(t)as defined by Egs. (6.12), (6.8), and {6.10), leads 1o a time
behavior of the one-item repairable structure described by Fig. A7.3 and to the
following results:

1. Relinbility function R(t)
R(¢) =Pr{up in (0, I]| up at t =0} =1-F4 (). (6.41)

Equation (6.41) follows from the more general expression Pr{upatr=0n
upin (0, z]}=Priup att = 0}- Pr{up in (0, 7] | up att =0} =p - (1 - F4(1) = p- R(?).

2. Point availability PA(r)
PA(t) = Priup at ¢}
1 t
= pll-Fy () + Ihduu (xX1-F(t - x)}dx] +{1- p) | h g (x}1-F(z - x))dx,
0 0
(6.42)

with hy, (1) =40 * g+ {4 (N*(O* D) * () +... and hga (=g, (1) +
Balt) ¥ f(1) * g(6) + g 4 () £(0) * g()* () * g (1) + ...

3. Average availability AA(r)

[
AA() = %B[lotal up time in {0, 1}] = % {PA(x)dx. (6.43)
1]

4. Interval reliability IR(, ¢ +0)

6.2 One-Item Structure 173
IR(z, 1 +0) = Pr{up in [¢,£ + B]}

!
= pll-Fy(r +8) + [ g, (x)(t - (s + 6~ x))dx]
a

‘ .
+(1= p) [0 4@ (0 (1 ~F(s + 6 — x)dic (6.44)
0
5. Joint availability JA(t, t +6)

JA(L 1+ @) =Priup ats Nup at £ +0)

991R
= IR(, t+B)—I——%’Lx)PA1(B—x)dx, (6.45)
[ 24

with IR{#, z + 8) from Eq, (6.44) and PA/(r) from Eq. (6.38).

Table 6.3 Results for the repairable one-item structure new at ¢ =0 with censianr failure rate 3,

. Repair rate . Remarks, Assumptions
arhitrary constant ()
I. Re]iaPility Y oAt Ro (@) = Priupin(0, 11|
function Ry(r) new at f =0}
-ht
e +
2 Pointavail | B A g |TR0O= Pg}{upit ]
ability PAg(r “AG-2) ¢ newatt=0h A =
y PAgn) ghduu(x)e def Ati Atp f*g+f*g*f*gu:_..
3. Average z .
ava.i]atg)i]i!y 1 I PA,(x)dx L +_l a _e_(hu)r) Adg(r) = Eltotal up time
2
Adg(r) o At thrp) in (0, s} newatr=0}/1
4, Interval .

. -AB —(A+)t-A0 | IRy (Lt +0}=Pr
reliability PAg()e i‘; * . [z ?{+ ]| nl,w at{ruf Um]
IRy (s, +8) i Aty ' j

5. Joint availabilicy JAL (5 1+ 8)=Pr{upatr
TAg(r.t +8) PAG() PAE) PAg()PA;(8) up att+ 9] newatr=0j,
PAg{x)as in point 2
6. Missi . MAo(Z, 17) =

. Mission _ Pr{each failure in a
availability AT (-Gt AL mission with total
MA(T,,» f) operating time T, can be

repaired in a time < lfl
new at ¢ = 0}

-Ax

A=failure rate, Pritg, () S x]=1-¢ (Fig. 6.3), up means in the operating state
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6. Forward recurrence time (Tg,(1) and Tpy(t) as in Fig. 6.3)

IR(t, t+x)
PA(#)

with IR(t, f + x) according to Eq. (6.44) and PA(?) from Eq. (6.42), and

Pritg, ()<x}=1- , (6.46)

Pr{downin [z, 1 + x]}
1-PA()

Pritgg( S x}=1- (6.47)

where

)
Pr{down in [1, t + x1} = p [ hyq, (¥~ G{t + x - y)dy
0

!
1= pYL= Gt +x)+ [ buga(y)(1 ~ Gl +x = y))dyl,
0
with h, g (1) =T4(D+ () * g *f) + T4+ g(O)* W) * g} *1(7) + ... and
hgg(ty =g *f(t) + g4 ()2 f)+ g(A)* £ + ...
Expressions for mission availability and work-mission availability are generally

only used with items new at time ¢ = 0 (Eqgs. (6.29) and {6.32)), see [6.4 (1973)] for
a generalization,

6.2.4 Asymptotic Behavior

As t— o expressions for the point availability, average availability, interval
reliability, joint availability, and for the distribution of the forward recurrence times
(Egs. (6.42) - (6.47)) converge to gquantities which are independent of ¢ and the
initial conditions at time 7 = 0. Using the key renewal theorem (Eq. (A7.29)) it
follows that

MTTF

lim PA(f) = PA= — 0 (6.48)
{300 MTTF + MTTR

F
lim AA() = Ad = — 0 _ pa, (6.49)
i—yom MTTF + MTTR
lim IR, £ +0) = IR@®) = ———— [(1- EO)dy, (6.50)
fmya0 MTTF + MTTR

MTTF

lim JA(t, 1 +0) = JA(8) = ———PA,(0), 6.51)
{300 MTTF + MTTR
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1 X
lim P <x}=——](0-F(y)d -
Jim Privg () x) = 0= Fonay 6.52)
1 x
lim Pr Sx=——|(0- . X
;_,To {Tra() s x} = {)( G(y)dy (6.53)

where MTTF = E[t;], MR =E[%;], i=12,..., and PA,(0) is the point avail-
ability according to Eq. (6.42) with p =1 and F4(t) from Eq. (6.57) or Eq. (6.52).

Example 6.3
Show that for a repairable one-item structure in continuous operation, the limit

MTTF
Hm PA{ty= PA= ——————
f—yos MTTF + MTTR

is valid for any distribution function Fit} of the failure-free operating times and G{t) of the
repair times, if MTTF <o, MTTR <o, and the densities f(z) and g(t) goto{das £ — <,

Solution
Using the renewal density theorem (A7.30) it follows that

t

limh = limh ——_— .
s dun()= i awd®) = e TR

Furthermore, applying the key renewal thearem (A 7.29) 10 PA(?) given by Eq. (6.42) yields

(- P ft-Foxpa

imPA® = p(l- 1+ 42—+ (- pLt——
t—30a MTTF + R MTTF + MTTR
MTIF MTTF MTTF

P +(1-p) = :
MTTF + MTTR MTTF + MTTR  MTTF + MTTR

The limit MTTF / (MTTF+ MTTR) can also be obained from the final value thecrem of the
Laplace transform (Table A9.7), considering for s — 0

f(s)=1-s MTTF and 3(s) = - sMTTR. (6.54)

In the case of a constant failure rate A and a constant repair rate 1, Eq. (6.42) yields

PA() = —2— 4 (p- —E e, (6.55)
A+p At

Thus, for this important case, the convergence of PA(f) toward PA =W/(A+p) is
exponential with a time constant 1/ (& +p) <1/ u=MTTR. Considering 05 p<1
and A <p (A <<u holds in all practical applications) it follows that

|PAG) - Pa|< B Gt ¢ pr _ 1/ MTIR
At+p
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In particular, for p =1, i.e. for PA(0) =1 and PA(r) = PA(r), one obtains

|PAG() - PA|= e B0 <X Rt 3 pryrp 11 MTTR, (6.56)
A+p H
Inequality (6.56) can be generalized to a wide class of distribution functions G(x)
with density g(x) _I:'or the repair time [6.12]. Let F(x)=1- &% and the Laplace
transform §(s) = [e~5* g(x)dx of the repair time density g(x} be finite for some
value 5= -z, with ¢>0. IfA is so small that A(g(-2)-1) < z, then the inequality

(@(~2) - 1)

io-1
2 -2 (-0 - 1)

PA- )2 _ &g=y-l
2 =M= -1

€< PAG(Y) SPA+AZ

holds for every =0 [6.12]), with PA=1/(1+AMITR). If the repair rate
wie)y=g(#)/ (1-G(2)) is increasing, then g(s) is finite for s =-1/MTTR and for
A MTTR (g(—1/ MTTR) — 1) <1 it follows [6.12] that

E(-1/ MTTR) -1 o-H MTTR
L - (A MTTR(§(-1/ MTTR) - 1))* '

| PAQ() - PA | < A MTTR

The important case of a gamma distribution with mean /o and shape parameter
B23, ie. for g(x) = o xP~1e~®/T(B), leads to | PAG(e) - PA| < A MraR ¢7*/ MTIR
at least for ¢ 2 IM7TTR = P/ o [6.12]).

6.2.5 Steady-State Behavior

For
1 ¥ 1 %
o Rywe——[(-FiDdy, Gum=——[(1-GONdy (6.57)
MTTF + MTTR MTTFO MTTRO

the alternating renewal process describing the time behavior of a one-item
repairable siructure is stationary (in steady-state), see Appendix A7.3. With p,
F,(2), and G,4(t) as per Eq. (6.57), the expressions for the point availability (6.42),
average availability (6.43), interval reliability (6.44), joint availability (6.45), and
the distribution functions of the forward recurrence times (6.46) and (6.47) take the
values given by Eqs. (6.48) — (6.53) for all 1 >0, see Example 6.4 for the point
availability PA. This relationship between asymptotic and steady-state (stationary)
behavior is important in practical applications because it allows the following
interpretation:

A one-item repairable structure is in a steady-state (stationary behavior) if

it began operating at the time t = —eo and will be considered only for 120,

the time t = () being an arbitrary time point.

FarweypE
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Table 6.4 Results for the repairable one-item structure in steady-state (stationary behavior)

Fm]_um and repair rates Remarks, assumptions
Arbitrary Constant
1. Priup str=0} MTTF u MITF = E[;], i21
D) MTTF+ MTTR A+ M'ITR=E[1:I§], (=3

2. Distributions of g 1 ¢ F4(x) is also the distribution
(Fal)=Prizg 1)) WI(I*F(x))dx 1-¢~Af  |function of Tg,(¢) asin Fig. 6.3
0 (Fp(x) = Prltg, () = x])

3. Distributions of 1-0 ’ t G 4{x)is also the distribution
(G 40 =Prity <1}) ﬁf(l -GONdx| - -rt  |function of Tg4(4) as in Fig. 6.3
0 (G4 (x)=Pritgg()= x})

4, Renewal densities ] Lp b (0= p gy, (D +(1— pYh g 102,
b gy (1) and h,,;(1) MITF+ MTTR Atp [ Bug®)=phg 41 b0,
P asin point t
5. Point availability MTTF n
(PA) MTTF + MTTR A+p PA=Prlupati}, 120
6. A\'Cl'ﬂ.gc avzulabillty MTTF 1A AA = lE[lOta.] up lime in (0‘ !]] R
(AA) MTTF + MTTR A+ (»0f
_._1 .
e MTTF + MTTR
7. Interval reliability o 20 | R@) = Priupins, 1+61}, r20
(IR(B)) I(l—F(x))dx },+|.l.
g
K2
{ )+ =
8. Joint availability MTTF -PA(,(8) | A+ ;AA(B) (B)Pr(;i:'é; ;‘;‘;:e ar' ]'3;' 2}6' o
—{A+))8 el = -10.
(JAae)) MTTF + MTTR _e__z__ With p= 1 and (1) as in point 2
+p)/Ap

A = failure rate, | = repair rate, up means in operating state

For a constant failure rate A and a constant repair rate |1, the convergence to
steady-state is exponential with time constant =1/ = MTTR (Bq. (6.55)). From
the results of Section 6.2.4, it seems reasonable to assume that for most practical
applications the time to reach steady-state is of the order of magnitude of 10
MTTR, according to the precision desired. Important results for the steady-state
behavior of a repairable one-item struciure are given in Table 6.4.
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Example 6.4
Show that for a repairable one-item structure in steady-state, i.c. with p, Fy(2), and G 4(r) as
given in Eg. (6.57), the point availability is PA(f) = PA = MTTF /(MTTF + MTTR) forall t20.

Solution
Applying the Laplace transform 1o Eq. (6.42) and using Eqgs. (A7.50) and (6.57) yields

1-fis).
- 5 -
MTTF 1 1-1(s) sMTTFg 1-1{s)
—- + : )

PA(s) = 3 T
MITF+ MTTR s ¢ MTTF 1-[(®)E() 5
1-§(s)
MTTR sMTTR  1-19)
+MTTF+MTTR.1—%[S)§[S)‘ s
and finally

- MTTF 1 1-Fs)  {1-FUEs) - Hs)E(s) + 1 - B
PA(s) = == +— —,
MITF + MTTR 5 5° MTTF 5 (MTTF + MTTRY[1 - f(5) B(s)]

from which
- MTTF 1
PA(s}) = ———,
MTTF + MTTR 5

and thus PA(ry= PA forall 12 0.

6.3 Systems without Redundancy

The reliability block diagram of a system without redundancy consists of the series
connection of all its elements E) to E,, see Fig, 6.4. Each element E; in Fig. 6.41is
characterized by the distribution functions F.(t) for the failure-free operating times
and G;(#) for the repair times.

6.3.1 Series Structure with Constant Failure and Repair
Rates for Each Element
In this section, constant failure and repair rates are assumed , i.c.
F(f)=1-e2o! (6.58)

and

Gt = 1—e Pt (6.59)
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— E E, E, =

Figure 6.4 Reliability block diagram for a system without redundancy (series structure)

holds for i =1, ..., n. Because of Egs. (6.58) and (6.39), the stochastic behavior of
the system is described by a (time) homogeneous Markov process. Let Z be the
system up state and Z; the state in which element E; is down. Taking assumption
(6.2} into account, i.e. neglecting further failures during a repair at system level {in
short: no further failures at system down), the corresponding diagram of transition
probabilities in (¢, 1 + 8] is given in Fig. 6.5. Equations of Table 6.2 ¢an be used to
obtain the expressions for the reliability function, point availability and interval
reliability. With &7 ={Z3}, T ={%, ..., Z,} and the transition rates according to
Fig. 6.5, the reliability function (see Table 6.2 for definitions) follows from

Figure 6.5 Diagram of the transition probabilities in (2, 7 +8¢] for a repairable series structure
{constant failure and repair rates Lg; and Wy, only one repair crew. no further failures at system
down, arbitrary ¢, & . 0, Markov process)
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n
Rso(f) = e‘lsn“, with lS'l] = EA'OJ N (660)
i=1

and thus, for the mean time to failure,
1
MTTFy g =—. (6.61)
Ago

The point availability is given by
PA g (1) =Pgo (1), (6.62)

with Pyy(¢) from (see Table 6.2)

nt
SRS o (PN
i=lQ

H
Po(t) = [lige Po Pt - x)dy,  i=l,...n. (6.63)
0

The solution Eq. (6.63) leads to the following Laplace transform (Table A9.7) for
PAgoln)
1

n ;“0 N
s(l+ Yy —98)
E{S i

BAgo(s) = (6.64)

From Eq. (6.64) there follows the asymptotic and steady-state value of the point and
average availability

PAg = AAg=——. (6.65)

Because of the consiant failure rate of all elements, the interval reliability can be
directly obtained from Eq. (6.27) by

[Rgy(r,2 +8) = PAgo(r)e P58, (6.66)
with the asymptotic and steady-state value

Rg(8) =PAge *s®. (6.67)
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6.3.2 Series Structure with Constant Failure Rate and
Arbitrary Repair Rate for Each Element

Generalization of the repair time distribution functions G;(r), with densities g;(r)
and G;(0)=0, leads to a semi-Markov process with state space Zy, ..., Z,, as for
the Markov process of Fig. 6.5. The reliability function and the mean time to
failure are stll given by Eqs. (6.60) and (6.61). For the point availability let us first
compute the semi-Markov transition probabilities Q;;(x) using Table 6.2

QOi(x)=Pr{1:meh'tOk>10,-, k # i}
T A A, Agi -Agox
=[hgie "0 [ e 0k Y gy = 201 () _ =450
tIJ ' i As0
Quo()=Gi(x),  i=L..n (6.68)

The system of integral Equations for the transition probabilities (conditional state
probabilities) Py () follows then from Table 6.2

n xr
Poo(r)=e~hso? + 3 [Agseso % Pig(s - x)l,
i=lp

{
Po()= [gx)Polt—x)dx,  i=1,...n. (6.69)
]

For the Laplace transform of the poin: availabiliry PA g4(r)=Poo(r) one obtains
finally from Eq. (6.69)

i 1
s+Ago— DAoi8i(8) s+ Xhgi{l-g;(s)

=1 i=1

PAgy(s)= , (6.70)

from which follows the asymptotic and steady-state value of the point and average
availability

PAs=Adg=— 1 6.70)

1+ Elm MTIR,-

i=1
with lim (1~ §(s))=sMTTR, as per Eq. (6.54), and

MTTR; = [(1-Gyn)dt. (6.72)
0

The interval reliabilisy can be computed either from Eq. (6.66) with PAgo(r) from
Eq. (6.70} or from Eg. (6.67) with PAg from Eq. (6.71).
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Example 6.5

A system consists of elemenis E, to E4 which are necessary for the fulfillment of the required
function (series structure). Let the failure rates A = 10-3h-1, Ay =0.5- 10-3n-1,
A3=10"4h"1, A4 =2-10"3h"" be constant and assume that the repair time of ail elements is
lognormatly distriboted with parameters A = 0.5 h~land o=0.6. The system has only one
repair crew and no further failure can occur at sysiem down (failures during repair are neglected).
Determine the reliability function for a mission of duration ¢ = 168h, the mean time to failure,
the asymptotic and stationary values of the point and average availability, and he asympiotic and
stationary values of the interval reliability for 0 =12h.

Solution

The system failure rate is Agg = Ay +Ag + Ay +44 = 36-1074h! according to Eq. (6.60). The
reliability function follows as Rgp(r) = e 09036/, from which Rgq(168h)=0.55. The mean
time ta failure is MTTFgg =1/A gy ~278h. The mean time to repair is obtained from Table
A62 as E[1 1= (¢%°/2)/A = MTTR = 2.4, For the asymptatic and steady-state values of the
point and average availability as well as for the interval reliability for 8 =12h it follows from
Egs. (6.71) and (6.67) that PAg=AAg=1/(1+36-107%.24)~0591 and
IR g(12) ~ 0.991-¢~0003642 . 0 05,

6.3.3 Series Structure with Arbitrary Failure and Repair
Rates for Each Element

Generalization of repair and failure-free operating time distribution functions leads
10 a nonregenerative stochastic process. This model can be investigated using
supplementary variables, or by approximating the distribution functions of the
failure-free operating times in such a way that the involved stochastic process can
be reduced to a regenerative process. Using for the approximation an Erlang
distribution function, the process is semi-Markovian. As an example, let us
consider the case of a two-element series structure ( £, E;) and assume that the
repair times are arbitrary, with densities g9(¢) and goo(#), and the failure-free
operating times have densities

for(8) = Mg s 0! (6.73)
and
foalt) = Agp e P!, 6.74)

Equation (6.73) is the density of the sum of two exponentially distributed random
time intervals with density Ag; e *or?. Under these assumptions, the two-element
series structure corresponds (o a I-out-of-2 standby redundancy with constant
failure rate Ag), in series with an element with constant failure rate Ag;. Figure 6.6
gives the equivalent reliability block diagram and the corresponding state transition
diagram. This diagram only clarifies the possible transitions and can not be
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considered as a the diagram of the transition probabilities in (1, 1 +81). Zg is the
system up state, Z; and Z, are supplementary states necessary for computation
only. For the semi-Markov transition probabilities Q,;;(x)one obtains (see Table
6.2)

()= Qp (1) = — 0L (| hather)
Qor(x)=Qp(x) 101+102(1 e hatholx)

Quu(¥) = Qp () = IQ:LFTM“ — eCho thep) )

X
Q0¥ = Q1(x) = [ g20(x)dy
0

X
Quol) = [ 8100 dy. (6.75)
O
From Eq. (6.75) it follows that (Table 6.2 and Eq. (6.54))
Rygo(r) = (14 A )e Cartha i, (6.76)
2101 +Am
MTTFeq = ————%, 6.77
" Gor A @7

(5+Xgy + Ao (1 - B + Agy

PA go(8)=Ppp (s)+ By ()= ,
[5 + Aoy + Aga (1 — B0 ()~ A1 E10(s)

(6.78)

Figure 6.6 Equivalent reliability block diagram and state rransition diagram of g two series
element systern ( E; and E,) with arbitrarily distributed repair times, constant failure rate for E;,
and Erlangian { n = 2) distributed failure-free operating time for £,  (5-state semi-Markov process)
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2

. (6.79)
2+ 21.02 MTTRy + JLD]_ MTTR,

PAS = AAS =

2+ hm BJEF(A’OI +202)8

. {6.80)
2+ 27&«2 MTTR; + ;\.01 MTTR)

IRg(0) =

The interval reliability IR gy(t, t +6) can be obtained from
IRS{)(f, 1+8)= Pm(l) RSO(B) + Pﬂl' (f)Rs]' (0)
with R () =¢" 01720208 pacauge of the constant failure rates Agy and Agy.

Important results for repairable series structures are summarized in Table 6.5.

Table 6.5 Results for a repairable system without redundancy (elements Ey, ..., Ep in series), one
repair crew, no further failures at system down (n repair erews would give PA gq(8) =T1; PA;(1)

Quantity Expression Remarks, assumptions
1. Reliability function ﬁ RAD Independent elements .
(Rgaét)) 1 ! (at least up to system failure}
, no R;(r) = M0 F s Rg (1) < 7450
2. Mean T mm ;ys'm [Rsoterer and MTTFgq =1/Agy with
failure ( SD) o lso=7\,01+ +J“0n
3. System failure rate il (N Independent elements )
(Agpl)} = 0 {at Jeast up to system failure)
At system down, no further
1 Eap failures can occur:
9 — o 1- ) a} Constant failure rate Ag; and
4. Asymplotic and 1+ f" i=1 constant repair rate ;g for
steady-state value of jw) HEO each element (i=1,....n)
the point availabilicy |b) b} Constant failure rate Ay; and
and average ! 2 arbitrary repair rate p{t)
availability — =1 _,2 Ao MTTR | iy MTTR; = mean time to
(PAg = AAg) L+ X Ay, MITR i=l repair foreach element
i=1 {i=1 ....n)
2 c) 2-element scri;s structure with
2+ 2AqaMTTR, + Ao MTTR Failure rates A% t/(1+Ag; )
” i ' for Ey and Ay for Ey
5. Asymptotic and sl?ady- e Each clement has constant failure
state va]u::'ofthc inter- PAge rate Aoy, Agp=hg) + . +hon
val reliability (IR g(6))

*Y If n repair crews were available, then PAG= I (1 +hy, 20 g )) = 1= Z g Py (TOr g, Fpg << 1)
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6.4 1-cut-of-2 Redundancy

The }-out-of-2 redundancy, also known as I-ous-gf-2: G, is the simplest redundant
structure arising in practical applications. It consists of two elements E; and E;,
one of which is in the operating state and the other in reserve. When a failure
occurs, one element is repaired while the other continues the operation. The system
is down when an element fails while the other one is being repaired. Assuming
ideal swirching and failure derection, the reliability block diagram is a paraltel
connection of elements Ej and E,, see Fig. 6.7.

Investigations are based on the assumptions (6.1) to (6.7). This implies in
particular, that the repair of a redundant element begins immediately on failure
occurrence and is performed without interruption of the system level operation. The
distribution functions of the repair times, and of the failure-free operating times are
generalized step by step, beginning with the exponential distribution (memoryless),
up to the case in which the process involved has only one regeneration state
(Section 6.4.3). Influence of switching is considered in Sections 6.6 and 6.9.

6.4.1 1-out-of-2 Redundancy with Constant Failure and
Repair Rates for Each Element

Because of the constant failure and repair rates, the time behavior of the 1-out-of-2
redundancy can be described by a (tlime) homogeneous Markov process. The
number of states is 3 if elements E; and E, are identical (Fig. 6.8) and 5 if they are
different (Fig. 6.9), the corresponding diagrams of transition probabiiities in
(¢, ¢ + 8¢] are also given in Fig, A7.4.

Let us consider first the case of identical elements E; and E; (see Example 6.6
for different elements) and assume as distribution function of the failure-free
operating times

Flf)y=1—e"}! (6.81)

£

1-out-of-2

Figure 6.7 Reliability block diagram for a 1-out-of-2 redundsncy
(ideal failure detection and switching)
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in the operating state and
E(f)=1-e At (6.82)

in the reserve state. This includes active (parallel) redundancy for A, = A, warm
redundancy for A, <X, and standby redundancy for A, =0. Repair times are
assumed to be distributed (independently of A,) according to

G()=1-eM. (6.83)

For the investigation of more general situations (arbitrary load sharing, more than
one repair crew, or other cases in which failure and/or repair rates change at a state
transition) one can use the birth and death process introduced in Appendix A7.5.4.
For all these cases, it is usual to perform investigations using the method af
differential equations (Table 6.2 and Appendix A7.5.3.1). Figure 6.8 gives the
diagrams of transition probabilities in (¢, + + 8] for the calculation of the point
availability (Fig. 6.8a) and of the reliability function {Fig. 6.8b).

Considering the system behavior at times ¢ and ¢ + 8, the following difference
equations can be established for the state probabilities Po(1), By(1), and Py(1)
according to Fig. 6.8a, where P;(1) = Pr{process in Z;at £}, i=0,1, 2.

Polt +8) =Py(O)(1 - (A + A, )8 + P(Huds

Pi(t +80) = Py()(1- (A + 1)8) + Py(t)(A + Ap )8t + Py (Hnde

Py (t +80) = Pp(e) (1 - ude) + Py (1) A 61 (6.84)
For 6t 0, it follows that

Py(t) = —(A + A, )Py() + By (DR

B (1) =~ + WP () + By() (R +A,) + By()p

Py (1) = -nBy (1) + B (D} (6.85)

The system of differential equations (6.85) can also be obtained directly from Table
6.2 and Fig. 6.8a. Its sclution leads to the state probabilities Py(r), i=0,1,2.
Assuming as initial conditions at r=0, Fy(0) =1 and Py(0)=P,(0) =0, the above
state probabilities are identical to the transifion probabilities Py;(1), i=0,1,2,1ie.
Ppo(r) = Po(t), Py = P (1), and Ppp(f) = Py (r). The point availability PAgo() is
then given by (sce also Table 6.2)

PA50(r) = Poo ()} + P (r). (6.86)

PAg (1) or PAg(r) could have been determined for other initial conditions.
From Eq. (6.86) follows for the Laplace transform of PAgo(#)

s+ 2+ AN + s+ RIA+A,)

. (6.87)
S[s+A+A M5+ +p)+pis+p)l

P—Aso(s) = f“m(s) + ﬁo[(s) =
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1-A+A)8 1=+ & 1-pubt 1-G+AIE 11—+ 1
R+ A)8r A B h+d 181

a} nd & b} wde

Figure 6.8 Diagram of the transition probabilities in (¢, r + 8¢] for a repairable 1-out-of-2 warm
redundancy (two identical elements, constant failure (A, A,) and repair (W) rates, one repair crew,
arbitrary ¢, 8 | 0, Maskov processes): &) For the point availability; b) For the reliabitity function

and thus for 1 — e

RA+A 4w o AR+

Z . 6.88
o+ A A+ )+ u ROA+h, + ) ©.5%)

lim PA go{¢) = PAg =
t—ye0
If PAgo(t}= PAg, then PAg is also the value of the point and average availability
in the steady-state forall ¢ 2 0.

To compute the refiability function (by the method of differential equations) it is
necessary to consider that the 1-out-of-2 redundancy will operate failure free in
(0, ¢] only if in this time interval the down state at system level (state Z, in Fig.
6.8) will not be visited . To recognize if the state Z, has been entered before ¢ it is
sufficient to make Z, absorbing (Fig. 6.8b). In this case, if Z; is entered the
process remains there indefinitely, thus the probability of being in Z; at ¢ is the
probability of having entered Z; before the time ¢, ie. the unreliability 1—Rg(r).
To avoid ambiguities, the state probabilities in Fig. 6.8b will be marked by an
apostrophe (prime). The procedure is similar to that for Eq. (6.85) and leads to the
following system of differential equations

Fo(t) = —(A +A,) Py () + Pi(Du
Bi(1) = —(A+ WP+ Py +A,)
Py = PO, (6.89)

and to the corresponding state probabilities Py(f), Py(r), and Pa(). With the
initial conditions at t="0, Py(0) =1 and P}(0) = P5(0) = 0, the state probabilities
Po(), Py(r), and Py(s) are identical to the fransition probabilities Pyo(1) = Po(t),
Poi(t) =Pi(1), and Pg(r) = Pa(1). The reliability function is then given by
(Table 6.2)

Ro(f) = Py () + Poy (1), (6.90)

With the initial condition P{(O) =1, Rg (1) would have been obtained. Eq. (6.90)
yields the following Laplace transform for Rgq{r}
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= S4+20+A, +U
Reg(s) = L
50(s) (s+A+A )G +A)+sp’ ©91)
from which the mean time to faiture (MTTFgy = R (0)) follows as
2A+A, +p
MTTFyy = —— " 6.92
50 = ) (692)

Important for practicat applications is the situation for A,2,<< i. To investigate this
case let us consider an active redundancy (A, = &). From Eq. (6.91) it follows that

~ s+3IA+U s+3A+u
RS()(S) = = 1
(s+20)(5+A)+sh {(s—RMs—-ry)
with
7(3l+u)iwf(3l+p)2 ~822
nz= ,
2
and thus, using Table A9.7b,
r;er}‘ —rlerzr
Rso(®) =
=N

For L <<, =0, and r, = —|L yielding
e
R 50(1' Y=e ! .
Using +/1-¢ ~1-&/2 for 2rj= —(34+ w)1—1-8A27 3h+)? ) leads to # =~ 232132 + ).
Ro(#} can thus be approximated by a decreasing exponential function with time
constant MTTF, = (3A + p)/ 23 . This result is important. 1t shows that:

For & <<, a repairable I-owt-af-2 active redundancy with constant failure
rate ) and constant repair rate W behaves approximately like a one-item
structure with constant failure rate A =~ 202130 +1);  an equivalent
repair rate \g for the one-item structure can be obtained by comparing

 the equations for the steady-state point availability and leads io
s =Ag/(l— PA} = ), see Tables 6.4 and 6.10.

Extension of the above result to warm redundancy (A, < 4 ) leads to
1 ALty
MITFyy  2A+A, +p0

Rgglr) = e 50 with  Agy = (6.93)

As in all these considerations, A, = A yields active and A, = 0 standby redundancy.

Because of the memoryless property of the (time) homogeneous Markov
process, the interval reliability can be obtained directly from the transition
probabilities P;(f} and the reliability functions Rg;(#), see Table 6.2. Assuming
the initial condition Py{0) =1 yields
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IRSO'(I, t+0)= POO(‘)RSO(O)"‘ P()](I}RSI(B). (6.94)
The Laplace transform of IR g5(t, £ +8) is then given by

[(s + )2 +5AIRgp(0) + (s + WA + A, )R 51(8)
S[E+A+RAISHFA+ WY+ (s + )]

IRgg(s, 0) =

which leads to the following asymptotic and steady-state value (Table 6.2)

p? Rgg(®) + WA + AR 8)

R (0). (695
A+ A )+ )+ w®)- 659)

IRg(B)=RR5o(0)+ AR 51(0)=

To compare the effectiveness of computational methods, let us now express the
reliability function, peint availability, and interval reliability using the method of
integral equations (Appendix A7.5.3.2). The Q,-j(x) are given according to Eq.
(A7.102) and Fig. 6.8a by

Qor(x) = Pr{tg; S )} =1-Pr{1py > x} =1 - e~Ax g=hx = ] — ¢+, )x

X
Qo(x) =Prityg SxN Ty > Tig) = [ e Wre-Prdy = ﬁa(l — e~
0

x
Quz(x}=Pritpa SxN T > Tk = Ile'lye_”?dy = li ; - e (tiidxy
1]
Qa{x)=Pr{ty £x}=1-¢"R7.

From Table 6.2 it follows then that

t
Rgp(t) =e At 4 I(?L +h,)e IR (£ — x)dx
0

I
Ry () = e~ At 4 [e (e R g1~ x) b, (6.96)
0

for the reliability functions Rgp(r) and Rg; (1), as well as
f
Poo(5)y= e~ CAdt i [+ 2 e (A+A) X Byo(e - x)dx
1]

t 3
Po(f) = Iue—(lﬂl)x Poglt — x)dx + jle—(’*ﬂﬂx Pyg(s— x)dx
0 0

]
Poo(t) = [ et Pyl — x)dx
0
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and

!
Po](!) = I()\. + J\.r)e_(a""lr)x P“(I — x}dx
1]

) ]
Byi(f) = e~ 007 4 [peConx by (r— xydx + [ e PHidx Py (- x)dx
[t 3

!
Py ()= jpe—ux Py { - x)dx, (6.97)
0

for the transition probabilities. The sclution of Eqgs. (6.96) and (6.97) vields Egs.
(6.87), (6.91), and (6.94). Equations (6.96) and (6.97) show how the use of integral
Equations can lead to quicker solutions than differential equations.

Table 6.6 summarizes the main results of Section 6.4.1. It gives approximate
equations valid for A <<p and distinguishes between the cases of active
redundancy (A, =A), warm redundancy (A, <A), and standby redundancy
(A, =0). From Table 6.6, the improvement in MTTFy;) through repair, without
interruption of operation at system level, is given as lower and upper bounds by

active standby
A MTTFen = W MTBF W MTBF
50 = el Pl
2 2MTTR A MTIR

Investigation of the wnavailability in steady-state 1- PAg leads to

active standby
Ao MTIR 5 Az  MTIR ;
- =1- = (=) = 2—— —) = {(——
1- PAg = 1- AAg = (u) Crer (u) Ly

The above results can easily be extended to cover situations in which failare or
tepair rates are modified at state changes, for example because of load sharing,
differences within the element, repair priority, etc. These cases, simply modify the
transition rates on the diagram of transition probabilities in (2, r + 8¢, see for
example Figs. 2.12 and A7.4 to A7.6,

Example 6.6

Find the mean time to failure MTTFg; and the asymptotic and steady-state value of the point
availability PAg for a 1-out-of-2 active redundancy with two different elements Ey and E,,
constant failure rates A;, A, and constant repair rates |4, Wy (one repair crew),

6.4 1-out-of-2 Redundancy 191

Table 6.6 Reliability function Rgy(r) for A,k << p, mean time to failure MTTFg,, steady-
state availability PAg = AAg, and interval reliability IR {0} of a repairable 1-out-of-2 redundancy
with identical elements E; and E; (constant failure rates A, A, and repair rate |, one repair crew)

Standby (A, = 0) Warm (4, <h) Active (A, =1)
. A AR ) 2k
Rgo(t) —e 2htM g ZhthoHp me 3AAR
* 2A+ 2h+h, + Ih+
MTTFg 2“2% Ll 2“”‘“7
PR AA+h,)  AGtR,) 2 2%
_ KO+ R+2, +3) PL2A + )
A = A LA+ +p? Ot A, KA + )+ 2 Dkt ) + L2
g = Ahg
=1=(hfp)? = 1=MA+A, )/ 2 ~1-2(h /)2
IRg(8Y™ = Regp(®) = Rgp(® = Rg(0)

A, A, =failure rate (r =reserve), L = repair rate, *newati=10 . b asymptotic and steady-state value

Selution

Figure 6.9 gives the reliability block diagram and the diagram of transition probabilities in
(1. 1 +8¢]. MTTFgp and PAg can be calculated from appropriate systems of algebraic equations.
According to Table 6.2 and considering Fig. 6.9 it follows for the mean rime to failure that

MTTFSO= ;“ l (1*11 MTTFSI+A2 M”Fsz)

t+ho

1
MTTFq = 1+ MITF,
ik v (1+p 50)

1
MTTFH:A,I (1+].12MTTF50),

+ l.lz
which leads to

- (;\.l +i.12)(l2 +'.l1)+}.1 (A'l +ﬂ.2)+lz (}\.2 +H])
1112(11 +l2 +p.1+u,2) !

MTTFg (6.98)

and in particular for 3| << p; and kg << yq,

Hi K2
MTTFq = —152
SO R A0y +iy)

As for Eq. (6.93), the reliability function can be expressed by

{6.99}

1 - A‘l )\.2(}11 +|12)
MTTFgg Byl

Rggt) = *sot  with Agy= =AIA2(PL+HLZ). (6.100)
1

For the asymptotic and steady-state value of the point availability and average availability
PA¢ = By + B + P, holds with By, B, and P, as solution of {Table 6.2)
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Mt =m R+ b
Gy +uDR =X R+ I By
Cu+u)B =l R+ A
M8 =2,
HeFy =M B
HtA+B+RBtE =1
One (arbitrarily chosen, becanse of the implicitly assumed ergodicity) of the first five equations

must be dropped and replaced by the sixth one (linear dependence). The solution yields B,
thiough £, from which

PAg = Wy pgling g + (g +R2) G +2 +1y +115)]
u12 ﬂ%’rul Bohy+Aad(hy #A0 41 +p)+ Ay Rziﬂf‘ +I-l% A+ )
. {6.101)
Equation {6.101) can also be written in the form
1
PAe = {6.102)
S MMl pE Gy A+ i)
By Mg [ty o+ +29) ) +hg +1p 7))
vielding, for L <<yy and Ay <<y,
A A ’
Pag=1-202 42 gy M Ao b (6.103)

i g KiHy By B

With A; =Az =A and i, =iy =H, Eqgs. (6.98) and (6.101) become Eqgs. (6.92) and (6.88),
© respectively (with &, =A).

1-(Rg+py) &t

Ay b 1—py8r

Por =P =2y; P =Py =Ry P1g=P3 =hyi Pap=Par =1

{for Ré(l} set 932 = 941 =M
Figure 6% Reliability block diagram and diagram of transition probabilities in (¢, ¢ +8¢] for a
repairable 1-out-of-2 active reduadancy with different elements, ideal failure detection and switch,
const. failure rates Aq, A and repair tates py, iy (one repair crew, arbitr. 7, 8 1 0, Markov process)
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6.4.2 1-out-of-2 Redundancy with Constant Failure Rate and
Arbitrary Repair Rate for Each Element

Consider now a 1-out-of-2 warm redundancy with 2 identical elements £ and E;,
failure-free times distributed according to Egs. (6.81) and (6.82), and repair times
with mean MTTR, distributed according to an arbitrary distribution function G(¢)
with G(0) =0 and density g{t}. The time behavior of this system can be described
by a process with states Zy, Z;, and Z;. Because of the arbitrary repair rate, only
states Zg and Z; are regeneration states. These states constitute a semi-Markov
process embedded in the original semi-regenerative process (Fig. A.7.10). The
semi-Markov transition probabilities Q,j(x) are given by Eq. (A7.167). Setting
these quantities in the equations of Table 6.2 (SMP) by considering Qq(x) =Qq,(x}
and Q,(x)=Q,p(x) +Q\,(x), see Example A7.12, it follows that

fy
Rgg(t) = e=+A,)r ¢ j(x +h,)e P+ R g (£ — X)dx
0

f
Rg{H= e~ M1 - GO+ Ig(x) e ¥ Rgo(t - x)dx, (6.104)
V]
for the reliability functions Rgo(?) and R ¢ (z), with solution
stA+(A+A - E(s+ M)

e 105
RS0l = MG+ B A 5 + ) o
and in particular
1 1
P VO S (6.106)
0= A U-E)

and to

I3
Poo(e) = e=P+A,) 4 j (A+ ), )e~RFR)x Py (s - x)dx
0

f t
Pio(1) = [ gx)e>% Pog(s - x)ds + [ g(x)(1— e~ ) Pyg (¢ — x)dx
0 0
£
Pou(t) = [ (A + &, )e A )2 By (s - x)de
0
P(1) =(1-G(t)e >

4 3
+[geP Pt - 0dr + fgnU-e APt -0dr  (6.107)
0 1]



194 & Reliability and Availability of Repairable Systems

for the fransirion probabilities P;(1) of the embedded semi-Markov process
with states Zy and Z;. The Laplace transform of the point availability
PA go(t) = Ppg (1) + Py(¢) follows then as a solution of Eq. (6.107)

GHAI-F(EN+A,(1-F+ AN +A+5E(s+A)

PAg(s) = GAMGHA +kr)(1_g(s))+_g§(s+l)]

. (6.108)

and leads to the asymptotic and steady-state value of the point availability PAg and
average availability AAg (considering. Ii_% (1 - a(s)) =s-MTIR, as per Eq. (6.54))
&

A, (01— §)

Py = A = S T A MTTRY M) (6.109)
where
MTTR = j{l —Gx))dx (6.110)
0

and 3()) is the Laptace transform of the density g(r) for 5 =A, see Eq. (6.88) for
gl)= e M Le. B =pih + W), and Examples 6.7 and 6.8 for the approximation
of §(A). Calculation of the interval reliability is difficult because state 7 is
regenerative only at its occurrence point (Fig. A7.10). However, if gA)—1 or
AMTTR << 1, the asymptotic value of the state probability for Z; (A = lim Py;(0))
==
becomes very small with respect to the state probability for Zy (5 =,]i,'£!, Pyole}).
For the asymptotic and steady-state value of the inferval religbility it holds then that

AE(A)
A +A IMTTR+AE(A)

IR(0) = By Rgp(0) = Rso(®). (6.111)
In many practical applications, A MTTR < 0.01. In such cases, Eq. (6.111) can bhe
further simplified to

IR 5(6) = Rsp(8). (6.112)

Example 6.7

Let the density g(t) of the repair time T’ of a system with constant failure rate A>{ be continuous
and assume furthermore that AE[T 1=A MTTR <1 and l'q'Var{t' 1<<l. Investigate the
quantity g(A) for A— 0.

Sclution
For, A~ 0, A MTTR << 1, and A+ Var[T ] <<1, the three first terms of the series expansion of
e ™ leadto
e et m Fe(rr(t - e s S o1 - B 2132
BA)= [ i) M dr = gt -2s+ o) =1- AEIC BRI W42,
1] 0
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From this, follows the approximate expression

A (MTTR? + Var[7
E(h)al—lm+%‘ {6.113)
In many practical applications,
EAy=1-2 MTTR (6.114)

is a sufficiently good approximation, however not in computing steady-state availabilities
(Eq. (6.114) would give for Eq. (6.109) PAg =1, thus Eq. (6.113) has 10 be used).

Example 6.8

In a 1-ont-of-2 warm redundancy with identical elements Fy and Ey let the failure rates A in the
operating state and A . in the reserve state be constant. For the repair time let us assume that it is
distributed according te G(f)=1-¢ WU~ Wifor rzy and G{}=0 fer r<y, with
MTTR=1/u>y. Assuming Ay <<l, investigate the influence of y on the mean time to
failure MTTRgp and on the asymptatic and steady-state value of the point availability PAg-

Solution
With

e [ et l-whige ¥ _o-hv o K g
B ‘jvpe &t T j“u,(l Aw)
and considering that

[-r] ol i _ l 1
MTIR= [tgindi=[1We FeVig—y+—=—,
0 v T

ie, w=—2— obviously with 0 <y <1/). Eqgs. (6.106) and (6.109) lead to the approximate

1-py
expressions
MRy 22 HA
and
P oo = R+, +u(l-—Aw)n

(4 A0+l =R+t (L-Ay)
On the other hand, y = 0 leads to 1 — g(A)=A /(A + p) and thus (Egs. (6.92) and {6.88))
WFSOW=O=21+1,,+|L and PASW:O: R +A, +p} .
’ AR +R) ' G+ +A,)+p
Assuming p >> A, A, yields (with 0 S Ay <A/n)
MTTF,

PA, A+A
Shy=>0 -l-iy and Sy>0 =l+hy t r—(l]p)zul, (6115)
MTTFg .y FAS yut n
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Equation (6.115) allows the conclusion to be made that for A MTTR << 1, the shape
of the distribution function of the repair time has (as long as MTTR is unchanged) a
small influence on the mean time to failure MTTFg,, and on the asymptotic and
steady-state value of the point {(and average) availability PA¢ of a 1-out-of-2
redundancy. This important result can be extended to complex structures.

Example 6.9

A l-out-of-2 warm redundancy with identical elements Ey; and E; has a failure rate
A=10"2h"1 in the operating state and A, =5- 10-3h~! in the reserve state. Repair times are
lognormally distributed with mean E[T]= MTTR = 2.4h and variance Var[t ]=0.6h2.
Compute the mean time to failure MT7Fg, and the asymptotic and steady-state value of the
point {and average) availability PAg with approximate expressions: (i) () from Eq. (6.114);
{ii) gA) from Eq. (6.113)%; {iii) g®)=pe R U-¥), ;>y, w=14h and L/p =1h; (iv)
gity=pne ¥ and 1/ =24h,

Solution

(1) With g(A)=0.976 it follows (Eq. (6.106)) that MTTFgqg = 2878h and (Eq. (6.108)) PAg =1,
(i) With E(A)=0.9763 it follows (Eq. (6.106)) that MTTFgy ~2915h and (Eq. (6.10%))
PAg =09996. (iii) Example 6.8 vields MTTFs0,y=1.4h = 2906h and PAs y=14h ~ 0.9996.
(iv) From Egs. (6.92) and {6.88) it follows that MTTFgy =2944h and PAg =~ 0.9992. These
results confirm the conclusions of Example 6.9 that for A MTTR <<1, the shape of the distri-
bution function of the repair time has a small influence on MTTFg and PAg.

643 I-out-of-2 Redundancy with Constant Failure Rate only
in the Reserve State

Generalization of the repair and failure rates of a 1-out-of-2 redundancy leads to
a ronregenerative stochastic process. However, it many practical applications it
can be assumed that the failure rate in the reserve stare is constant. If this holds,
and the 1-out-of-2 redundancy has only one repair crew, then the process involved
has exactly one regeneration state [6.4 (1975)}.

To see this, consider a 1-out-of-2 warm redundancy, satisfying assumptions
(6.1} to (6.7), with failure-free operating times distributed according to F(t) in the
operating state and V(1) =1-¢~** in the reserve state, and repair times distributed
according to G{¢) for repair of failures in the operating state and W{(¢) for repair of
failures in the reserve state (F(0=V(0)= G{0)=W(0)=0, densities f(r), g(), w(?)).
Figure 6.10a shows a time schedule of such a system and Fig. 6.10b gives the staze
transition diagram (to visualize possible state transitions only) of the corresponding
stochastic process. States Zj, 7, and Z are up states. Siate Z; is the only
regeneration state present here (Fig. 6.102). The occurrence of Z; brings the pro-
cess to a situation of total independence from the previous time development. It is
therefore sufficient to investigate the time behavior from ¢ = 0 up to the first rege-
neration point and between fwe consecutive regeneration points (Appendix A7.7).
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22 Zﬂ Zl Zl] Zl ZO 22 4 21 ZO 1 ZO ZZZO Zl
a)
operating
TESETvE
DU ) ropair
[ ] renewal point

Figure 6.18 Repairabie 1-out-of-2 warm redundancy with constant failure rate A, only in the
reserve state and one repair crew; a) Time schedule (repair times are shown greatly exaggerated);
b) state transition diagram (to visualize possible state transitions, only Z; is a regeneration state)

Let us consider first the case in which the regenerative state Z; is entered at
t=0 (Sgpp) and let Sgp; be the first renewal point after 1 =0. The reliability
function Rg{(¢) is given by (see Table 6.2 for definitions)

¢
Rg () =1-F@)+ j’ uy (x)Rg (¢ — x)dx, (6.116)
]
with
1—F() = Pr{failure -fres operating time of the element operating
att=01is > | Z entered at s = 0}

and

i
Jup(x)R g1 (¢ - x)dx = Pr{(Sgpy < £ Nup in (Sgpy, t1) | Z; entered at 1 =0}
L]

The first renewal point Sgp, occurs at the time x (i.e. within the interval (x, x+dx])
only if at this time the operating element fails and the reserve element is ready to
enter the operating state. The quantity u;(x), defined as
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y ‘

op ' u =X - 0
Z | & jaln & z

a) b}

2y ;

0 =1 0
%z |z|a| % 7

c} d)

Figure 6,11 Time schedules at £ = for the 1-out-of-2 redundancy according to Fig. 6.10

1
u{x}= lim —Pr{(x < Spp; S x+bx | Z entered at t =
1()_&““(:.”|c {C EpL S X | Z; entered a )

can be obtained as (Fig. 6.11a)

ny(x) = K(x)PA 4(x). 6.117)
with
PA 4(x) = Pr{reserve element up at time x | Z entered at¢ = 0}
= hiatre ™ Ny | ©.118)
and ’

Nad (Y = 8 + gD = V(@)= W(3) + g() * vy} = W) * () * w(y) + ...
(6.119)

The point availability is given by

H 1
PAg1()=1-F(t) + [0 ())PAg (¢ -~ x)dx + [up(x)PAg (t - x)dx,  (6.120)
0 0
with

1 - F(1} = Pr{failure-free operating time of the element operating
att=01s >¢| Z entered at £ = 0},
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'
Iul(x)PASI(r—x)dx =Pr{(Sgpy < Nupat t)| Z entered at 1 =0},
0

and

!
[up(x)PAgy(t - x)ddx = Pr{(Sgpy St (\ system failed in (0, Sgp1]
0
Nupat 1)) Z entered at ¢ = 0}.

The quantity uy(x), defined as

Ua(x) = gim iPr{(;c < Sgpy < x +8x M system failed in (0, x])
0

10 8x
| Z| entered at 7 =0},

can be obtained as (Fig. 6.11b)

uz(x) = B(x)F(x) + [ Bugg(y)wix = y)(F(x) - E(y)dy (6.121)
0
with
hiuaa(y) = 83 V() + BO)* V() * W) #VO) ... (6.122)

1(x) +up(x) is the density of the embedded renewal process with renewal poinits

0, Sgpi, Sgp2s ... -
Consider now the case in which at ¢ =0 the state Zy is entered. The reliability

funcrion R gg(¢) is given by

!
Riso(? =l—F(t)+Iu3(x)R51(t—x)dx, (6.123)
0

with (Fig. 6.11c)

1
= lim —Pr{x < Sgp; < x+8x
B3 leﬁl dx br < SgpL =%
| Zo entered at ¢ = 0} = f(x) PAg(x), (6.124)
where

PA(x) = Pr{reserve element up at time x | Zg entered at t = 0}

X
= M F 4 [l (e M Ny, (6.125)
0

with



200 6 Reliability and Availability of Repairable Systems

B (7} = VO * W) + V() X WD * V() = w(3) + ... (6.126)

The point availability PAg;(t) is given by

t !
PAgo() =1-F(0) + [u3(mPAg(t - 0)dx + [uy(0)PAg (- ),  (6.127)
0 [H

with (Fig. 6.11d)

ugl{x) = al;Tué Pr{(x < Sgpy £ x +8x M system failed in (0, x])

] Zg entered at ¢ =0} = J‘ by (Y wix — ¥)(F(x) — F(y))dy (6.128)
0
and

by (¥ = V() + V() *w(y) #v(p) + v(3)* w(y) * v(p) # w(y) £ v(¥) + ...
(6.129)

Equations (6.116), (6.120), (6.123), and (6.127) can be solved using Laplace
transforms. However, analytical difficulties can arise when calculating Laplace
transforms for F(¢}, G(t}, W(), uy(t), uy(f), us(f) and uy(t} as well as at the
inversion of the final equations. Easier is the computation of the the mean time to
Jailure MTTFyy and of the asymptotic and steady-state values of the point and
average availability PA; = AAg, for which the following expressions can be found
{Eqs. (6.123) and (6.116) for MTTFy, and Eq. (6.120) for PAg)

Jus(t)at
MTTFg = MTTF (1+ -2 ) (6.130)
1- [uy(e)de
0

and
limPASl(!)= PAS =Ms=m¢, (6131)
T [etuy(ey+ ey
0
with
MTTF = j'(l —F()ds. (6.132)

0
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The model investigated in this section has as special cases that of Section 6.4.2,
with F(t) =1—¢~* and W(2) = G(1), as well as the 1-out-of-2 standby redundancy
with arbitrarily distributed failure-free operating times and repair times,
sec Example 6.10.

Example 6.10

Using the results of Section 6.4.3, develop the expressions for the reliability function Rgq(?) and
the point availability PA gq(¢) for a 1-out-of-2 standby redundancy with a failure-free operating
time distributed according to F{t}, with density f(r), and repair time distributed according to
G{rywith density g(r}.

Solution

For a standby redundancy, uj{x}= {x)G(x), uy(x)=g(x)F(x), ug(x)=f(x}, and uy(x}=0
(Egs. (6.117), (6.121), (6.124), and {6.128)). From this, the expressions for Rgq(7), Rgi(r),
PAgplt), and PA g () can be derived. The Laplace transforms of Rgp(1) and PA gp (1) are

1-(s) , E = Fs)

R = 6.133
508} NEADR €139
i 1-®s)  FsHI-Hs)
PAgyis) = + =iy~ GG (6.134)
with
G)(s)= [ 1 Gyestar
and
fy(s) = j‘;" e(NF(De~T4dz,
The mean time to failure MTTFg, follows then from Eq. {6.133)
N fa-Fyar
MTTFgq = [(t-Fende+ 2 —o, (6.135)
0 1- [ f(e)Glryde
0

For the asymptotic and steady-state value of the point and average availability PAg = AAg, Eq.
{6.134) yields

[a-Fepa

PAg=AAg=0 (6.136)

Jra®®GE)
Y]

Important results for a 1-out-of-2 redundancy with arbitrary repair rates, and failure
rates as general as possible within regenerative processes, are given in Table 6.7.
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Table 6.7 Mean time to failure MTTFg; asymptotic and steady-state values of the point and average
availability PAg = AAg as well as of the interval reliability IR g(8) for a repairable 1-out-of-2
redundancy with one repair crew, arbitrary repair rates, and failure rates as general as possible

Standby (A, = 0} Warm (A, < L} Active {A_ = 1)
Distribution
of the as F(f) 1-gM F{r) 1- e~
failure-free
ting _
u‘?"“m“ % |gs N Log et Lo hut 1=kt
Distribut.iop as G G{t) G{t) G(5)
15"} of the repair
'g times
3 RS - Gin Wir) Git)
o MTTF =
j e L 1
ailure- - o — MTTF or — —
& | operating times fa-eupar A k. . A
]
MTTR =
Mean of the o MTIR or
repair times [a-cuyar MTTR MITR,, MTIR
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.E o A (AR, MTTR 1 A 2AMTIR
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‘é av;?labilit;vmge - IRl G N _2-Ed I[
Il (Pag=aag) | [1dF@OCE) | AAHAIMITR+AZA) | Jriw (D+uy(ds| 2AMTTR+E8) i
a Q I
H
Interval retiabilit ;
([Rs(e) » ¥ =Rygy () - RSU ® = RSO ()] =Rgqy G :
—

08 = operating state, RS = reserve state, * asympiotic and steady-state value

6.5 k-out-of-n Redundancy

A k-out-of-n redundancy, also known as k-out-of-n: G, often consists of n identical
elements, of which k are necessary for the required function and # - % stay in the
reserve state. Assuming ideal failure detection and switching, the reliability block
diagram is as given in Fig. 6.12. The investigation in this Section will assume

6.5 k-out-of-n Redundancy ' 203

k-out-of-n

Figure 6.12 Reliability block diagram for a k-out-of-n redundancy (ideal failure detection and
switching}

identical elements Ej, ..., E,, only one repair crew, and no further failures at system
down (failures during a repair at system level are neglected, as per assumption
(6.2)). Section 6.5.1 will consider the case of warm redundancy with constant
failure rates A in the operation state and A, <X in the reserve state, and constant
repair rate p (only one repair crew as per assumption {(6.3). This case includes
active redundancy (A, =) and standby redundancy (h, =0). An extension lo
cover other situations in which the failure rate is modified at state changes, e.g. for a
particular Ioad sharing, is easily possible using the general equations for the birth
and death process developed in Appendix A7.5.4. Section 6.5.2 investigates then a
2-out-of-3 active redundancy with constant failure rate and arbitrary repair rate. The
influence of switching elements is considered in Sections 6.6 t0 6.9.

6.5.1 k-out-of-n Warm Redundancy with Identical Elements
and Constant Failure and Repair Rates

Assuming constant failure and repair rates, the time behavior of the k-out-of-n redun-
dancy can be investigated by a birth and death process (Appendix A7.5.4). Figure

6.13 gives the comresponding diagram of the transition probabilities in (¢, # +81].

Using Fig. 6.13 and Table 6.2, the following system of differential equations can be
established for the state probabilities P;(r) = Pr{in state Z j at t} of a k-out-of-n
warm redundancy with one repair crew and no further failures at system down

Fo(r) = =V Po() + LB (1)
B ()= v P - (v, + WO+ PP j=L..n—k,

By 41 () = Vo Py () — W Po g1 (), 6.137)
with
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1-vobe I-(vi+ppde  1-(vp+p)dr 1 (v g+ e 1-pde
. v B . v & ‘ vy B Vgt 8 . Vg OF .
ONEONEORET
ndr wde W wér e

Figure 6.13 Diagram of the wansition probabilities in {7, t+ 8¢} for a repairable k-out-of-n warm
redundancy (n identical elements, consiant failure and repair rates, no Further failures at system
down, one repair crew, arbitraryt, 8¢ 0, birth-and-death process, Zg 10 Z,_, are up states)

v;=kh+(n—k= i, Fi=0,...n—k. (6.138)

For the investigation of more general situations (arbitrary load sharing, more than
one repair crew, or other cases in which failure and/or repair rates change at a state
transition) one can use the birth and death process introduced in Appendix A7.5 4.
The solution of the system (6.137) with the initia! conditions at t =0, Py(0)=1 and
P;(0)=0for j =1, yields the point availability (see Table 6.2 for definitions)

n—k
PAg{f)= Y P;(), (6.139)
j=0

with Py;{r) = P;(¢} from Eg. (6.137) with P,(0)=1. In many practical applications,
only the asymprotic and steady-state value of the point availability PAg is required.
This can be obtained by setting P;{#}=0 and P;{t) = F; in Eq. (6.137), see
Appendix A7.5.4. The solution is

n—k L] Vg oo Vi '
PAg= LP=1-P,_,, with P=—i m= L2l oy (6.140)
i=0 )X b
i=0

PAg is also the asymptotic and steady-state value of the average availability AAg.
As-shown in Example A 7.11 (Eq. (A7.143)), for 2v; <u itholds that

n—k+1
P_'f'z >R, j=0,...n-k.
i=j+l
From this, the following bounds for PAg can be used in many practical applications
(assuming 2vj <, j=0,..., n-k) to obtain an approximate expression for PAg.

P, i=0,..,n—k. (6.141)

i i
EP]- SPAs<F+
i=0 j=0
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The reliability function follows from Table 6.2 and Fig. 6.13

!
Rso(l) =g Vo! +J.V08_Vﬂx RSI(I —x)dx

0
(vt (VU
Rgiti=e +v; Rgp1(t—=x) + URg_ (£ - x))e dx,
0
f=1..,n-k-1,
H
R = e Ot 4 [UR g, 41— x)e Vot ¥, (6.142)

0

with v; as in Eq. (6.138). Similar results hold for the mean time to failure.

1
MTTFg = ;-— + MTTEgG
0

MTITEg; = v, +u(1+"j MTTFgjq1 + WMTTFg; ), i=L..,n-k-1,
1 : )
MTTFg, j = ————(l+ WMTTFg, ;). (6.143)
V-t TR

The solution of Eqs. (6.142) and (6.143), shows that both Ry;(r) and MTTF;
deperd on n—k. Thisleads forn—-k=1to

S+V0+V1+}L

Ry, (5) = :
50, (5) (s+voHs+ ¥ + 51
+ vy +
MTTRg =01 7H ¥ (6.144)
Vovi Vo V¥
and for n—k=2to
R _ ($+vg+ v+ W)(s+ vy + 1)+ v (Vg — )
50,(8)=
S(S+V0+V;+p.)(s+\’2 +|J,)+\"0VIV2+SV1(V0-']1)
Vo (Vg + VI HR(vg ) vy p.z
MTTFSOZ = = (6. ].45)

Vg ¥ V2 Vo ViV '

This holds similarly for the point availability PAg (Table 6.8).
Because of the constant failure rate, the interval reliability follows directly from

n—k
IR g;(t,t +0) = Eﬁj(t)st(B). i=0,...n-k (6.146)
j=0

with Pj;(¢) as in Eq. (6.139) and Rg;(8) from Eq. (6.142) with r=8. The
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asymplotic and steady-state value is then given by
n—k
IRg(0) = ¥ P;Rg;(8), (6.147)
i=0

with }j from Eq. (6.i41}. Table 6.8 summarizes the main results for a k-out-of-n
warm redundancy with constant failure and repair rates.

Assuming (for comparative investigations in Section 6.7) n repair crews, i.e.
independent elements, following approximate expressions can be given for active
redundancy with arbitrary » and k [6.13, 6.19]

MTTFy = ——l—(plk)"‘k, nrepair crews, AU <<1 (6.148)

kh[:)

n-k+1

PAg =1- (:)(;u WL prepair crews, AJu<<l. (6.149)

6.5.2 k-out-of-n Active Redundancy with Identical Elements,
Constant Failure Rate, and Arbitrary Repair Rate

Generalization of the repair rate leads to stochastic process with only two
regeneration states (Zy and Z; in Fig. 6.13). The investigation is similar to that of
the 1-out-of-2 redundancy of Section 6.4.2. As an example let us consider a 2-out-
of-3 active redundancy with 3 identical elements, with failure rate A and repair time
distributed according to G(z) with G(0) = Oand density g(r). Using Fig. 6.14a, the
following integral equation can be established for the reliability function R gy(1),
see Table 6.2 for definitions,

i
Rgo(f) = e3¢ +j3xe—3h e2h (-2 (1 - (¢ - x))dx
[1]

ty
+f [3he34x gy - 1) e 2My-X R o (¢ - y)) ddly. (6.150)
00

The Laplace transform of R go{¢) follows then as
s+5h-3L§(s+2M)

Rgo(s) = 151
s0(s) (s+20)(s+30)—3A(s + 2A)B(s + 2A) ©131)

and the mean time to failure as
MTTFyqg = _5-38(24) {6.152)

6A(I-§(2A)
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Table 6.8 Mean time to failure MTTFgy and asympiotic as well as steady-state values of the point
and average availability PAg = AAg, and of the interval reliability for a repairable k-out-of-n warm
redundancy with n identical elements, one repair crew, constant failure rate (% in operating state and

A, <X in reserve state), constant repair rate y, and no further failures at system down

vo=kh+(n-k-Dh ., i=0,.. .0~k X, & =failurerate (A =A—active red = V-V, _;=A

. . Interval
Mean time to failure ( MTTFgg) Asym"m":vz]‘:;:fdﬁ';‘:“ P ”;’d WEEGE | reliability
¥ {PAg = Adg (IR g(0))*
gen. VotV R v0p+p.2 =1_v0v1 ~Re(8)
case Yo v vy vg vy +vgtp? u2 S0
Ylu=2 24K, +p BAR, P AR “Re0)
L|E=1 A +R) (42, +p) + pd 50
n=3 A0+, +H B2A A, ) - _2A2A+3 = Ren(8)
k=2 2A{2h+4,) @A+A,)2h+ W +p? w2 50
"'2(V0+V1+Ll)+
gen. Vo Vi Vs vo\rlu+v0u2+u3 Vg V| Vg <R (8)
case 2 |vgv Vg tvg v m+vg a2 + CTTE s
v HIIE YV, n QYI¥Y2TY Y] 0 u 1
VoY1 vz VoviVa
o™
% {n=3 p oy MAtA)GR 2R
Lik=1 AR IR +2R) N =R (8}
n=s| _ u? Ly 3ABA+2)(BA+24,) ~Rgg(®
k=31 " 3NBA+A,IGA+2A,) p3
rn—k n-k vy o--. ¥
u ,,1__0__._.5_—16_ =R (8)
" =
arhitrary Vo - Vag un—k-ﬂ-l 50
r—k+1

n'f

(-1, A =0 standby red. VoV, ;= (kl)ﬂ_H] ¥ B =mpairrate; Rg;(r) from Eq. (6.142)

* gee [6.4 (1985)] for exact solutions

For the poinr availability, Fig. 6.14b yields

i
PAsp(t) = e~3M + [3he~3M PAg (¢ — x)dx

0
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f
PAg (1) =e2M(1-G()) + j‘ g(x)e2Ax PA o1 — x)dx
0

f
+[ g1 - e 2x)PA gy (¢ - x)x (6.153)
0

from which,

5+ 2 +E(s+20) - ()} + 30 - E(s+2L)

PAso()= S(s+ 201+ B(s + 2A) — 3(8)]+ 3Ms + 2M) (1 - g(s))

(6.154)

The asymptotic and steady-state value of the point and average availability is then
given by {see also Eq. (6.54))

3-52N)

824 (6.155)
23(2)\)+ 6\ MTIR

PAS = AAS =
with MTTR as per Eq. (6.110). For the asymptotic and steady-state value of the
interval reliability, an approximate expression similar to that of Eq. (6.112} can be
used in most applications. Generalization of the failure and repair rates leads to
nonregenerative stochastic processes.

N 3,
- i
0 0 r

/MZ;\. -t
0" X t
i
k2

1]
e B e
0 X ¥ ! 0 x 4
Zh '
@, A renewal points 1] x t
a) Calculation of Rgg(#) b) Calculation of PA g5(4)

Fignre 6.14 Time schedule of a repairable 2-out-of-3 active redundancy (constant failure rate,
arbitrary repair rate, one repair crew, no further failures at system down, repair times are shown

greatly exaggerated)
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6.6 Simple Series/Parallel Structures

A series/parallel structure is an arbitrary combination of series and parallel models,
see Table 2.1 for some examples. Such a structure is generally investigated on a
case-by-case basis using the methods of Sections 6.3 — 6.5. If the time behavior can
be described by 2 Markov or semi-Markov process, Table 6.2 can be used to
establish equations for the reliability function, point availability, and interval
reliability.

As a first example, let us consider a repairable 7-our-of-2 active redundancy with
elements E| = E; = E in series with a switching element E,. The failure rates A
and A, as well as the repair rates p and |1, are constant, The system has only one
Tepair crew, repair priority is for E, (a repair on E| or E, is stopped as soon as a
failure of E, occurs, see Example 6.11 for the case of no priority), and ro further
failures at system down (i.e. failures occurring during a repair at system level are
neglected, as per assumption (6.2)). Figure 6.15 gives the reliability block diagram
and the diagram of transition probabilities in (¢, t +8¢]. The reliability function can
be computed using Table 6.2, or directly by considering that for a series structure
the reliability at system level is still the product of the reliabilities of the elements

Rgo()=Rgo, . e ™. ' (6.156)

Because of the term e+, the Laplace transform of R so(?) follows directly from
the Laplace transform of the reliability function for the 1-out-of-2 parallel
redundancy Rgg . by replacing s with s+ A, (Table A9.7)

Rgpls) = st3Ath, +p : (6.157)
(+2A+A)E+A+A )+ (s+A,)pn
The mean time 1o failure MTTF, follows then from MTT, Fyp = R 50(0)
MITEyy = — 2ttt — <1 (6159
CA+AIA+A)FRA, A F2RJEAFA L) Ay

The last part of Eq. (6.158) clearly shows the effect of the series element E,.
The asymptotic and sfeady-state value of the point availability and average
availability PAg = AAg is given by the solution of following system of algebraic
equations obtained from Fig. 6.15 and Table 6.2

A +uh) Ay 1
=l D2 R=UR, B=————(u, B U +20R),
Bt Belth B=is B MR +DMR)
Ay A
fﬁ=p‘—fﬁ. P.g‘—';Pz» B+B+B+R+F=1. (6.159)
v
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1= py bt

1-out-of-2
{active)
repair priority on B, 1 = (o) Bt

Po1 = P23 =Ay: Po2 =225 P10 =P32 =My, P20 =94z =P; P24
(for Re(3) set pio=p3z =paz=0

Figure 6.15 Reliability block diagram and diagram of transition probabilities in (t, #+0¢] fora
repairable 1-out-of-2 active redundancy with a switching element (constant failure rates (A, &y ) and
constant fepair rates (J, jL, ), one repair crew, repair priovity for E,;, no further failures at system
down, arbitrary 7, & 1 0, Markov process, Z and Z, are up states)

Ome (arbitrarily chosen, because of the implicitly assumed ergodicity) of the first
five equations (6.159) must be dropped and replaced by the sixth one, Y7 =1,
because of linear dependence. The solution yields F through 7 from which

Rl F2ARM,

PAg=Adg =R+ B =
pzp.v+21upv+2?x(lp,+l,u)+pzk

2
a1 A W A (6.160)
e 2007 ) w, l+2n/p iy
m, 1+2A/p

As for the mean time to failure (Eq. (6.158)), the last part of Eq. (6.160) shows the
effect of the series element E,. For the asymptotic and steady state value of the
interval reliability one obtains (Table 6.2)

1R(8) = By Rgy(8) + B R3(6) = FyRgo(8) = Rggl6). (6.161)

Example 6.11

Give the reliability function and the asymptotic and steady-state value of the peint and average
availability for a 1-out-of-2 active redundancy in series with a switching element, as in Fig. 6,15,
but without repair priority on the switching element.
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2-out-of-3 (active)

Figure 6,16 Relisbility block diagram and state transition diagram for a 2-out-of-3 majority
redundancy (constant failure rates % for £ and A, for E,, repair time distributed according te G(t)
with density g(+), one repair crew, no repair priority, no further failures at system down; Z, 2,
and Zy constitute an embedded semi-Markov process, Zg and Z; are up states)

Solution

The diagram of transition probabilities in ¢z, t+8f] of Fig. 6.15 can be used by changing the
transition from state Z3 to state Zy to one from Zy to Z; and p,in p. The reliability function
is still given by Eq. (6.136), then states Z;, Z3, and Z, are absorbing states for reliability
calculations. For the asymptotic and steady-state value of the point and average availability
PAg = AAg, Eq. (6.159) is modified 10

F: TN A 1
‘F;],:.(.&ll—p'z)‘ Pl=_vﬂl)+i‘%' Pz=—(u&+21ﬁ‘])’
2h+A, W, v A+d, +p
Ay A
B=—Ph, B==h. RtR+tpthihH=1,
# [
and the solution leads to
2h(h+ H A
PAg=AAg= ! 1-5—"_—M 1-—Y¥.  (6.162)

1+A‘, 2h(h+ APl By L+QA+r,)p Wy

Wy 1+QA+A )W

As a second example let us consider a 2-out-of-3 majority redundancy (2-out-of-
3 active redundancy in series with a voter E,;); Assumptions (6.1) to {6.7) also hold
here, in particular Assumption (6.2}, i.e. no further failures at system down. The
system has constant failure rates, A for the three redundant elements and A, for the
series element E,, and repair time distributed according to G(#) with G(0) =0 and
density g(s). Figure 6.16 shows the comesponding reliability diagram and the srate
transition diagram. Zg and Z; are up states. 7, Z; and Z, are regeneration states
and constitute a semi-Markov process embedded in the original process. This
property will be used for the investigations. From Fig. 6.16 and Table 6.2 there
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follows for the semi-Markov transition probabilities Qqy(x). Q1a(x), Qoa{x), Qag(x),
Qq21(x}, and Qq34(x) the expressions (Fig. A7.10)

x (3R )x
Qoi(0) = Pritg Sx N Tog > To} = [3Ae 7MY e hv Yy Pd-e ©)

0 3A+A,

X
Qiotx) = Pr{tig £ x N (12 > Tj9 N T3 > Tyg) ) = [g(p)e PP )rgy
0
x
= Gx)e PMIIE L (2R 44,0 PRI Gy ay
' Q
Qp21(x) =Pr{ry7) = x}
x ¥ x
e 2ne @RIy [y 21 @Ay g
0 0 0 2h+A,
X _(2Aeh)z X
Quaa(X)=PriTyzq <x=[g) frye v dzdy = 2 Quix)
0 0 .

Ty L~y +3y, _ A
Qoa(x) = Pritgg < x1g) > T4} = [Aye YT gy = 3 Q01

0
Qqox) =Pritgg < x} = G(x). {6.163)

Qq21(x) is used to compute the point availability. It accounts for the process
returning from state Z; to state Z; and that Z, is not a regeneration state
(probability for the transition Z; — Z; — Z,, see also Fig. A7.10a), similarly for
Q34(). Qj2(x) and Qja(x) as given in Fig 6.16 are not serni-Markov transition
probabilities ( Z, and Z; are not regeneration states), however they are useful in
this example for the computation of the refiability function

X
Q 12(1) = PF{TIZ Sxnm (113 > T2 MTyg > le)] = J‘Z}LE_Zlyeﬁlv 'V(l *G{y))dy
0

A,
Q 13(x) = Pl'{’rl3 XN (712 T3 NTyp > 113}} = a‘;—"Q 12(x)}.

Considering that Z; and Z; are up states and al the same time regeneration states,
as well as the above expressions, the following system of integral equations can
be established for the reliability functions Rgq(2) and R, (1)

4
Rsp(t) = e-BAA)E 4 [3),e~BAAIX R (- x)dx
0

t
Rgi () = e~ @A) (1 - G1)) +j' g(x)e AR R o (s — x)dx. (6.164)
0
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The solution of Eq. (6.163) yields

S+5A+A, -3AR(s+24 +20)
(SH2A4+A ) s+ A, +IMA-EG+2A+A, 0]

Rgo(9) = (6.165)

and
B SA+A, ~3AECA+A)
(ZA+A)[A, +3A0-BRA+A]

MTTFg (6.166)

Ryq(s)and thus also MTTE, could be directly obtained as for Egs. (6.156) and
(6.157) by setting 5 =3+ A, in Eq (6.151).

For the point availabiliry, calculation of the transition probabilities Py(2) with
Table 6.2 and Eq. (6.163) leads to

t i
Bppley = e ORI (33 BRI e+ A, e O R (- nyd
0 0
!
Po() = [gne PAA By
0
L2h —(2A+h)x
+f—=—q- v Pl — x)dx
ﬁ 2“%( e )(x) Py — x)
+j._L(1, & BRIy 3Pt — x)dx
p2h+A, w
!
Pyolr) = [ g(x)Pyglt ~ x)dx, (6.167

o

and

I3 i
P(n(!) = jSle_(alH")x P”(f - x)dx+ Ilv 8_{31-"1")1 P4l(f - I)d’:

0 0
t
Py = PP (- GEp+ Te @ By - xyax
0
{
(e e BT 2N By e - 5+ A, Byt~ 0)ldrh,
02Ath,
!
Py(f) = [g(x)Py (1 — x)dx. (6.168)
L+]

From Egs. (6.167) and (6.168) it follows that the point availability PAgy()=
Poo () + Pyy () and from this (using the Laplace transformy), the steady-state value



214 & Reliahility and Availability of Repairable Systems

_ 2h+h, + A -E2A+AD
(2A+ A+ (3R + A, IMTTR] + L (A MTTR - 2)(1 - 8(2A +4.,))
(6.169)

PAS = AAS

with MTTR as per Eq. (6.110).
For the asymptotic and steady-state value of the interval refiability, the following
approximate expression can be used for practical applications (Eq. (6.111))

IR(8) = By R g (6)
_ [(2A+A,) ~ 2A(1— B(2A + A, DIR go(O)
(ZA+A+ (A + X, IMITRI+ A (A, MTTR - 2)(1- B(2A +A,))

(6.170)

In Eq. (6.170), Ry = EE‘.,PUU(I) with Ppy(#) from Eq. (6.167). For QA +Ay) =1
IR 5{8) =R ¢0{0) can also be used.

Example 6.12

(i) Compute from Eqs. (6.166) and (6.16%) the mean time 1o failure MTTFg and the asymptotic
and steady-state value of the point and average availability PAg = AAg for the case of a constant
repair rate . {ii) Compare for the case of constant repair rate the true vatue of the imterval
reliability 1R 5(8) with the approximate expression given by Eq. (6.170).

Solution

{i} With G(ry=1-e¢ M it follows that E(2A+A,)=/(2A+4, + 1) and thus from Eq. (6.166)
_ SAh+A, +H _ 1

T @AEACAR) HRA, A +6NTHSAHA, +p) RO
ind from Eq. (6.169)

MTTFy, ., (6171

PA. = Ade — RGBA+A, + Q) B 1
ST U @han, A mQ, W3R Ry BRERA,)
A, 3A(ZA+A ' bRty
ety 32EATA ©6.172)

[ I
(i) With Poy(r) and Py (¢} from Egs. {(6.167) and (6.168) it follows for the asymptotic and
steady-state value of the internal reliability (Table 6.2) that

B(h, +R)Rgo(8) +3AUR 5 (6)

IR(0) = : .
Ga+d, +udh, +u+3A02A+1)

(6.173)

The approximate expression according to Eq. (6.170) yields.

LA, + 1R (0)
Bh+2, + W0, + W) +ILEA A,

IR(8) =

which, for A, A, <<}, gives values very near to those given by Eq. (6.173). The approximation
for IR ¢(B) takes into acconnt that Rgy(8) < R g;(9) and assumes B »> 3A.
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To give a better feeling for the mutual influence of the different parameters
involved, Figs. 6.17 and 6.18 compare the mean time to failare MTTFy, and the
asymptotic and steady-state unavailability 1- PAg of some basic series/parallel
structures. The equations used are obtained using Table 6.10 which summarizes the
results of Sections 6.2 to 6.6 (approximate expressions are faken to simplify
calculations). A comparison with Figs. 2.8 and 2.9 (nonrepairable case) confirms
that the most important gain is obtained by the first step (structure by), and shows that
the influence of series elements is much greater in the repairable than in the
nonrepairable case. Referring to the structures a), b), and c) of Figs. 6.17 and 6.18
the following design guideline can be established:

The failure rate of the series element in a repairable I-out-of-2 active
redundancy should not be greater than 1% (0.1% for W/ Ay >500) of the
Jailure rate of the redundant elements, i.e. with respect to Fig. 6.17

Ay £0.014; in general, and L, <0.002%; for pu/i;> 500. (6.174)

6.7 Approximate Expressions for Large
Series/Parallel Structures

6.7.1 Introduction

Reliability and availability computations of large series/parallel structures rapidly
becomes time consuming, even if a constant failure rate A; and a constant repair
rate |; are assumed for each element E; of the reliability block diagram, and only
the mean time to failure MTTFy or the steady-state availability PAg = Adg is
required (solution of algebraic equations). This is because of the large number of
states involved, comprised between 2" and 1+37 [15_,_,, k=n1 2 1/il=e-n!
for a reliability block diagram with » elements, often close to e-n!. In such cases
the use of approximate expressions is necessary. Assuming for each element E;
that A; << p; holds, approximate expressions for the system reliability and
availability can be obtained by one of the following methods:

1. Independent elements in operation and repair. If each element of the reliability
block diagram operates independently from every other element ( active
redundancy, independent elements, one repair crew for each element),
series/parallel structures can be reduced to ome-item structires, which are
themselves successively integrated into further series/parallel structures up to the
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a) MITE, =1/, 1-PAg, =h /1
2
b) MTTFy, = —=t— 1= PAgy =22 4 20110
2] +ph, B+

MTTF&

1 —PASb
i—
PﬂSa

10 . 107"
10!
A

Figure 6.17 Companison between a one-item structure and a 1-out-of-2 active redundancy with a
series element  (repairable, one repair crew with repair priority for Ep. 10 further failure at system
down, constant failure rates A; and A,, constant repair rate W4, A, remains the same in both
structures,  equations according to Tuble 6.10; also given (right-hand side) are MTTF;_/ MTTFy,
and (1-PAg )/ (1-PAg,) with MTTF_ and 1~ PAg, from Fig. 6.18 to show the smaller
dependency on Ay /A;; see Fig. 2.8 for the nonrepairable case)
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b) H e 1- PAg, = 22 20q /W7
|E)| P SN TY B I+24/p

23 Ay 2000

]_Pﬁkﬁ_zuiu_(z_ﬂ_

b 1+2h,/p

1072 2
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Al

Figure 6.18 Comparison between basic series/parallel structures (repairable, one repair crew
with repair priority for Eg, active redundancy, no further failure at system down, constant failure
rates A, 10 As, Aj and A remain the same in both structures, equations according to TFable 6.10;
see Fig. 2.9 for the nonrepairable case)
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system level. To each of the one-item structure obtained, the mean time to
failure MTTFy and the steady-state availability PAq, calculated for the
underlying series/parallel structure, are used to find an equivalent M7TTRg
from the relationship PAg = MTTFG/{MTTFg + MTTRg), With MTTF; = MITFy).
To simplify calculations and considering the remarks given above Eq. {6.93),
constant failure rate Ag = 1/ MTTFg and constant repair rate Wg = 1/ MTTRg are
assumed for each of the one-item structures obtained. Table 6.9 summarizes the
basic series/parallel structures useful for practical applications, see Section 6.7.2
for an example.

2. Macro-structures. A macro-structure is a series, parallel, or simple series/
parallel structure which is considered as a one-item structure for calculations at
higher levels (integration into further macro structures). It satisfies Assumptions
(6.1) to (6.7), in particular one repair crew for each macro-structure and no
further failures during a repair at the macro-structure level. The procedure is
simiar to that of point 1 above. Table 6.10 summarizes the basic macro-
structures useful for practical applications, see Sections 6.2 to 6.6 for the results
and Section 6.7.2 for an example.

3. One repair crew and no further failures at system down: Assumptions (6.3) and
{6.2), valid for all models investigated in Sections 6.3 to 6.6, are true for many
practical applications. No further failures at system down means that failures
during a repair at system level are neglected. This assumption has no influence
on the reliability funcrion at system level and its influence on the availability is
limited, because of A; << ;.

4. Cutting states: Removing the states with more than & failures from the diagram
of transition probabilities in (r,7+8¢], or from the state transition diagram,
produces in general an important reduction of the number of states in the state
diagram. The choice of k (often & =2) is based on the required precision.
An upper bound of the error for the asymptotic and steady-state value of the
point and average availability PAg = AAg (based on the mapping of states with &
failures at the system level in the state Z; of a birth and death process and
using the property F 237, 5, valid for 204 +...+A, ) <min{y;,.... pn,},
see Eq. (A7.143)) has been developed in [2.51 (1992)].

5. Clustering of states: Grouping of elements in the reliability block diagram
(series elements for example) or of states in the diagram of transition
probabilities in (z, r +8¢] produces in general an important reduction of the
number of states in the state diagram. '

A combination of the above methods is possible. Considering that the steady-state
probability for states with more than one failure at the system level decreases rapidly
as the number of failures increases (B4 /5 ~ A/) in general), the above methods
yield good approximate expressions for MITFsg and PAg in practical applications.
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However, referring to the unavailability 1- PAg, method 1 above can deliver lower
values, for instance a factor 2 with an order of magnitude (A/p)?2 for a 1-out-of-2
active redundancy (Tables 6.9 and 6.10). An analytical comparison of the above
methods is in general difficult. Numetical calculations show a close convergence
of the results given by the different methods, as illustrated in Section 6.7.2 for a
practical example with a very large A/U ratio (up to 0.05).

6.7.2 Application to a Practical Example

To illusirate how methods 1 to 3 of Section 6.7.1 work, let us consider the system
with a reliability block diagram as in Fig. 6.19, and assume active redundancy,
constant failure rates X; to A3 and constant repair rates W, to Pz, Tepair priority in
the sequence Fj, Ej and Ej, system new at =0, and (as for Sections 6.3 to 6.6
and Method 3 of Section 6.7.1) only one repair ¢crew and ne further failures at
system down., Figure 6.20 gives the corresponding diagram of transition
probabtlities in (7, 7+5¢]. Besides some series elements, the reliability block
diagram of Fig. 6.19 describes an uninterruptible power supply as used, for example,
to buffer power network failures in computer systems (FE; represents the
power network). Although limited to 4 elements, the process describing the
system of Fig. 6.19 would contain more than 50 states if the assumption of no
further failures at system down were dropped. Before establishing the results for
the model described by Fig. 6.20 using Table 6.2, let us develop approximaie
expressions for the failure rate Ag = 1/ MTTFy; and the asymptotic and steady-state
value of the point and average availability PAg = AAg as per Methods 1 and 2 of
Section 6.7.1.

E 1
. : — .
E
2
H — HaF
E >
1-out-of-2
(Ey = Ey)

Figure 6.19 Basic part of the reliability block diagram of an uninterruptible power supply
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Method ! of Section 6.7.1 yields, using Table 6.9,

System

223
Ag=t, pg=2uz,
)

ls +13

1632\.3‘*?\5‘ p6”15/u5+k3jp3’

Agomg % glllﬁ(ul"’u’ﬁ)’

Ks =K tHs:
~—{ s T e

From Eqgs. (§.175) — (6.177) it follows that

Ay 235 s A
Ay = M2+ 42120
My KByH2 My M2

and

pag~1-28 oy Pphs Aoy
Hg Hp B3 K
Method 2 of Section 6.7.1 yields, using Table 6.10,
Apepy

System

{6.175)

(6.176)

6.177)

(6.178)

(6.179)
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Table 6.9  Basic structures for the investigation of large series/paraliel systems by assuming
independend elements (each element operates and is repaired independently of every other element),
constant failure rate (L) and constant repair rate (W), active redundancy, one repair crew for each
element (see Egs. (6.48), (2.48) and (6.60), (2.48) and (6.99), (2.48) and (6.171) with Ay, =0,
(6.148) and (6.149)); A¢ = 1/ MTTF,, and ty =1/ MTTR; are used to simplify the notation;
approximations vajid for A; <« p;

1 A
hg = A, =p, PAg=— - 128
A 5 Hs=n § Tths/ps hs
- F Ay PA A
_ ! s g ehsfs Ay

hn

A
A'1""'1 ln"'ln PAg = PAy ... PA, 31_(}"_11- =)
H

i
..] A et
! ls =)|.1+...+k" = g = s = kl+ *ha

[—PAS llf}ll-i-“.-#lnfp.”

B

PA5=PA|+PA2—PA1PA2zl—lllz
Ky B2
Ay Ay Oy +1y)
1 15z 2
MITR s —=—tt2 hge—— T
As Ada(n ey Myl
1-cut-of-2 (active) = M= 1- A =0 tHy
Au
2
2 3 30 p) A2
Phe=3PA2—2pa? =22l o qh
§ © 1434y (u)
2
1 5h+u 6A
I N
Ag 8k 86X p
As
E = Py = =2u
1- PAg
2-out-of-3 (active)
Aop
PAg =1-—" {") Ayt
E n-k+l 0k p
1 1 _ LA -
E MRy «— = —— &y s “(k](—)" *
As kl() "
k
£ A
= Ry i—=(a-k+Dn
k-out-of-r (active) 1- PA,
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'Fable 6.10 Basic macro-structures for the investigation of large series/parallel systems by
successive building of macro-structures from the bottom up to the system level, constant failure raie
(Ayand constant repair rate (W), active redundancy, one repair crew and no further failure
at system down for every macro-structure  (see Eqs. (6.48), {6.65) and (6.60), (6.103) and (6.99),

1.7 :1.3 +21.22 /uz.

_ 235+ )L+ 2Ry T )

Maks +2hg Ay + 20503 /1 (6180 (6.160) and (6.158), (6.172) and (6.171), (6.65) & (6.60) and Tab. 6.8); A = 1/ MTTFy, and
273 27 2rih Itg = 1/ MTTR; are used to simplify the notation; approximations valid for A; << p;
- : s Ag=h, pe=p,  PAg =1 4Rgipgy=1-Ag/pg
8 A Ag )+ Eg) My + b
1A7 Uy + By 1T He
Ag = » Mg =iy —— . (6181) = us:h“sﬁ Ay
Byksg By + Ky I-Pag  1-Pag
ALy An, PAg =1=(A fn)+...+ A hg); hg =R+ . th,
From Eqs. (6.180) and (6.181) it follows that ,@ I PSR T
1=PA; A+ +d I
202 +pghy  loAs + 2Aohg +200A5 /1,
dg =R ( 222, 20 — ) (6.182) Ml o2 2
MKz Boda (14225 71,) PAg = 1= =ity + 1)
Ry By
and MTTFer = -1 = H1 Ky
2 ? 2 TR MAz G +u2)
Ag 2N Ry Ay Ay Mg dg + 200 Mg + 23 A5 M y)
PAg=]-—==1- 3+ 2 2 2 2 kg Btp,
Hg 133 tn (212+].I.2;\3) (11‘21.21‘}12) Ka = Ug = ” =By 5 :
- +
2 2 2 s By +Ro
Ay 420y g 42 A5/ !
=1—h(;{—3+ 24 )(ll_3+(ﬂ2 : 2 = 2#3 2k 11; *), (6.183) hy 2047wy
Ky Ky Baky Wy (225 + o A5 (1+ 2245 7y) Pﬁs=1—g—m
MTTF, ! ! !
B . . . =T = 2 = >
Method 3 of Section 6.7.1 yields, using Table 6.2 and Fig. 6.20, the following g A H2R/MpE3A FA) Ay +2A 74,
> : ) : o MTTF. Az +223/
system of algebraic equations for the mean time to failure (M, = MTTF;) - “S*I_A;A - 22;L2 ,rl W By for mp ~Hy
1-owof-2 (active) s s L Y 1
oMy = 1+A M) +2A; My + Ay M, M =l M+ 20, M, repair priotity on E, 1+ 20 P A
P My = 1+ Jy My + A3 My + Ay Mg+ 3 My, Py My =L+ Uy Mg +20, M, , Ay 60y IuY
Py My =1+ 13 My +4y Ms, ps Mg =143 M, Pﬂsgl_g-li-iill.fpl
Ps Mg =1+ 1y My + Ay My, P My =1+ My, {6.184) L 1
070 l2+67\.:;fu1
where 2
Ay Ry #6314, o . =
Pe = A #2332y, Pr=W +2hy 40y, Pr=ppthithytdy, T e 61/ h frHa TR
o A, v — L B S
Py = M3 +2h; +A, 0y =Py +Ay+ A, Ps = U3+ A, 1e3h g
P = By +hy iy, Pr =My g+, Pg = by
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From Eqs. (6.184) and (6.185) it follows that WﬁsuE"l—” ll N
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1-agap —ay (a7 +agdg) = i"s”'l Pa =My forjy » i,
- 5




224

6 Reliability and Availability of Repairable Systems

with
A
01=L+ ;Lz (1+j.l.3 13+p5 ’ 022—2F2M3 +El,
P4 PaPs P50 — A3 k3 P4(PsOs —Aaka) Py
25 1+A
as =L(1+22&201), a4=—-——2~a2, as =—+L,
3 P3 Po—A3H3/p3
s 2124‘1354 1+212)‘p7
aﬁ:x_l’ RS R AT
Pp —A3U3/P3 Po A3/ Py
R VY VS § A
1+Aga + 22372205 372205 M
LT ayg = PsPs ~ A3k Py
pLP7 Oy hgay - —2taPs  haw’
Pspg—h3nz Py
Wy Hy
ay = . . ap = "L, (6.187)
o P Ay
Py —hyay - —2M2Ps T Py
PsPg—~Azky  Pr

Similarly, for the asymprotic and steady-state value of the point and average avail-
ability PA; = AA_ the following system of algebraic equations, can be obtained using

Table 6.2 and Fig. 6.20

Pofh =W A +Ka B +us By,

Pr Py =28 Ry + Uy By +pp B+ Py,

Paly =M B 20 B+ i,
PeFs =hy B+ 1y B+ Ry,
Pa By =M By +25 Py,

Profo =A3R+A B,
R+R+..+R =1

mA=MB,
P3P = A3 By + 1 Fy,
Ps B =hy Py+hg By +u By,
PP =20 R+ B,
Pe Ry =Xy By,
B =k B+ By,
{6.188)

with p;as in Eq. (6.185). One (arbitrarily chosen, because of the implicitly assumed
ergodicity) of the first 12 equations must be dropped and replaced by the 13th one,
3 B =1, because of linear depandence. The solution yields £, to A, from which

PAg = By(L+ by +by + by + by +bs + b6 + by), (6.189)
with

Po=ll(1+_lf‘b.-) (6.190)
and i

5|=h' bz=90'3\-11-'-1-"01_M313(1+Mf91)

o 1% (a3 +2hp)py
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Figure 6.20 Reliability block diagram and diagram of transition probabilities in (r, £ + §¢] of the
system described by Fig, 6.19 (active redundancy, one repair crew, repair priority in the sequence
E|, E,and E;, no further failures at syst, down, arbitrary s, 8¢ 4 0, Markov proc., [;.4,:2J Pyj» JAi)
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An analytical comparison of Eqs. (6.186) with Eqgs. (6.178) and (6.182) or of Eq.
(6.189) with Eqs. (6.179) and (6.183) is difficult. Numerical evalnation yields
(vandpin h~!, MTTF in h)

M 1/100 1100 171,000 11,000

Ay 171,000 111,000 1/10,000 110,000
A3 1710000 1/10,000 V100000 17100,000
m 1 15 1 15

My s 15 s 15

[T s /5 5 us
MTTFg, (Eq. (6.178). IE) 1575-10%5  9302-10%  165710%7 99261076
MTTFg,, (Eq. (6.182), MS) 152810%5 913610  1.652:10%7  9.906'10%6
MITFg, (Eq. (6.186), noFF) 158910 933210+ 165810*7  9.927 10+

MTTFgq (Method 4, Cunting) 1487-10%5  0.294-10M  1645-10°7 9917 10¥6
MTTFg (only one repair crew) 1596 1005 ¢32710%  1657-10%7 99221016
1- PAg (Eq. (6.17%), TE) 5250-10°¢ 26251075 s5.025-1078 25131077
1- PAg (Eq. (6.183), MS) 2806105  S446-10°5  z&20-1077 50451077
1- PAg {Eq. (6.188), no FF) 65741075 559810~5  6.060-1078  5.062-1077
I-PAg (Method 4, Cutting) ~ 299510°5 55561075 2647107  5.059-1077
1- PAg (only one repair crew) 65741076 56271073 6.061° 108 50621077

Also given in the above numerical comparison are the results obtained by method 4
of Section 6.7.1 (for a given precision of 10~8 on the unavailability 1- PAs) and by
dropping the assumption of no further failures at system down in method 3. These
results confirm that for A; << y; good approximate expressions for practical
applications can be obtained from all the methods presented in Section 6.7.1. The
influence of A;/; appears clearly when comparing columns 1 with 2 and 3 with 4.
The results obtained with method 1 of Section 6.7.1 (Egs. (6.178) and (6.179))
should still give higher values for MTTFy, and PAg, because of the assumption that
each element has its own repair crew (independent elements in operation and repair).
Comparing the results form Eqs. (6.186) and (6.189) with those for the case in
which the assumption of no further failures at system down is dropped shows
(at least for these examples) the small influence of this assumption on the final
results.
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6.8 Systems with Complex Structure

6.8.1 General Considerations

For reliability investigations, a structure is considered to be complex if its reliability
block diagram either cannot be reduced to a series/parallel structure or does not
exist. Examples of such structures are given in Table 2.1 (Examples 7 to ) and
Section 2.3. Because of the interdependence between performance and reliability as
well as of their reconfiguration capability, fault tolerant distributed systems (e.g.
networks) are complex structures in the above sense.

If the reliability block diagram exists, but it is not possible to reduce it to a
series/parallel structure (structure based on series and parallel models with indep-
endent elements), retiability and availability analyses can still be performed using
one or more of the following assumptions, as appropriate:

1. For each element in the reliability block diagram, the failure-free operating

time and the repair time are statistically independent.

Failure and repair rates of each element are constant (time independent).

Each element in the reliability block diagram has a constant failure rate.

The flow of failures is a Poisson process (homogeneous or inhomogeneous).

No further failures at system down (Le. failures during a repair at system level

are neglected).

Redundant elements are repaired without interrupting operarion at system level.

After each repair, the repaired element is as-good-as-new,

After each repair, the entire system is as-good-as-new.

Only one repair crew is available, repair is either started as soon as the repair

crew is freed from a running repair (first-in first-out) or according to a given

repair strategy when & failure occurs (running repair stopped, if necessary).

10. Bach element works (operates and is repaired) independently of every other
element (n repair crews for a reliability block diagram with » elements).

11. Failure detection is 100% reliable, i.e. no hidden failures exist.

12.  All failure-free operating times and repair times are positive, continuous, and
have a finite mean and variance.

13.  For each element, the mean time (o repair is much lower than the mean time to
failure { MTTR; << MTTF}).

14. Switches and switching operations are 100% reliable and have no influence en
the reliability of the system.

15. Preventive maintenance is not considered.

o N

W oo =

A list of the aséumpions made is important to fix the validity of the results obtained
for the case under consideration. It is often tacitly assumed that each element has
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just 2 states (good/failed), only one failure mode (e.g. shorts or opens), a time-
invariant required function, and that the system is in continuous operation (each
element is operating when not under repair or waiting for repair). A time dependent
operation and/or required function (performance)} can often be easily investigated
when constant failure rates are assumed.

The following is a brief discussion of the above assumptions.  With assump-
tions 1 and 2, the time behavior of the system can be described by a (time)
homogeneous Markov process with finitely many states. Equations can be
established using the diagram of transition probabilities in (¢, t +¢) and Table 6.2.
Difficulties can arise because of the large number of states involved, often close to
e-n! (Section 6.7). In such cases, a first possibility is to limit the investigations to
the computation of the mean time to failure MTTFyy and of the asymptotic and
steady-state values of the point and average availability PAg = AAq, i.e. to the
solution of algebraic equations. A second possibility is to use agpproximate
expressions as described in Section 6.7 or special software tools (Section 6.8.2).
Assumptions 7 and 8 are satisfied if either assumption 2 or 3 holds. Assumption 7 is
frequently used, its validity must be checked. Assumption 8 is seldom unsed.
Assumption 4 often applies to systems with a large number of elemenis. As shown
in Sections 6.3 to 6.6, assumption 5 simplifies the calculation of the point
availability and interval reliability. It gives useful approximate expressions,
particularly when assumption 13 applies (see Section 6.7.2 for an example).
Assumption 6 must be met during the system design. If it is not satisfied, the
improvement in reliability and availability given by redundancy is poor (see
Exampie 6.15 and Figs. 6.17 and 2.8). As a minimum, foult detection must be
required and implemented. Assumption 9 simplifies the calculations. It is nseful
for obtaining approximate expressions, especially if assumption 13 holds.
Together with assumption3, the time behavior of the system can be described by a
semi-regenerative process (process with an embedded semi-Markov process).
Assumption 3 alone can only assure that the process is regenerative (often with only
one regeneration state), With assumption 10, point availability can be computed
using the retiability equation for the non repairable case (Eqgs. (2.47) and (2.48)).
This assumption rarely applies in practical applications. However, it does allow
a simple computation of an upper bound for the point availability. Assumption 13
is often met. It leads to approximate expressions, as illustrated in Section 6.7 or
by using asymptotic expansions, see e.g. [6.11, A7.26]. As shown in Examples
6.8 and 6.9, the shape of the distribution function of the repair time has a small
influence on final results (MTTFgy, PAg, IRg(B)) if assumption 13 holds.
Assumptions 14 and 15 simplify investigations. They are valid for all models
discussed in Sections 6.2 10 6.7 (examples of systerns with preventive maintenance,
imperfect switching and hidden failures are considered in Sections 6.9 and 6.10).

In general, investigation of large series/parallel structures or of complex
structures is time consuming and can become analytically intractable. As a first step
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it is therefore often useful to work with Markov or semi-Markov models and develop
either exact solutions (analytically as in Sections 6.2 to 6.6 or numerically with
computer programs as in Section 6.8.2) or approximate expressions (Section 6.7).
In a second step, refinements can be considered on a case-by-case basis. For
difficult situations, Monte Carlo simulations may be the only way to get results.

For complex fault-tolerant distributed systems, graceful degradation at system
level must be considered (beside the method discussed in this book and based
on the concept of a given (fixed) required function). Investigations on the
combination of performance and reliability to performabiliry are in progress,
see e.g. [6.5, 6.6, 6.16].

If & reliabilisy block diagram does not exists, stochastic processes and tools
introduced in Appendix A7 and Chapter 6 can also be used to investigate the
reliability and availability of fault tolerant systems, on the basis of an extended
reliability state transition diagram and of the method of integral equations
(a publication on this subject is in preparation).

6.8.2 Computer Aided Reliability and Availability Prediction

Computation of the reliability of a complex nomrepairable system, or of the
reliability and availability of a repairable system can become time-consuming.
Software tools exist to solve this kind of problems [2.51 to 2.57]. From such a
software package one generally expects high degrees of completeness, usability,
robustness, integrity, and portability (Tab. 5.4). The following is a comprehensive
list of specific requirements:

General requirements:

1. Possibility for a design engineer to work with a software interface similar to
that of CAD/CAE tools.

2. Provide a well structured data bank with at least 10,000 components,
possibility for manufacturer and company-specific labeling, and permanent
storage of non application-specific data.

3.  Accept input file for part lists with interface to configuration management
software packages.

4. Provide component failure rate calculations for different failure rate models

. {(e. g. Bellcore , CNET , IEC [2.21 t0 2.29]).

5. Have flexible output (regarding medium, sorting capability, weighting),
graphic interface, single and multi-user capability, high usability and integrity.

6. Be portable to different platforms by keeping one source of the program that
can be compiled on the other platforms.
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Specific for nonrepairgble systems:

7. Consider reliability block diagrams (RBD) of arbitrary complexity and with a
large number of elements (>1000) and levels (=10); possibility for any
element to appear more than once in the RBD; automatically edition of series
and parallel models; powerful method to handle complex structures; constant
or time dependent failure rate for each element; possibility to handle as
element (with given reliability function) items with more than one failure
mode, macro structures, etc.; easy edition of application-specific data, with
user features such as:

* automatic computation of the ambient temperature at component level,
starting from the ambient temperature at sysiem level and the freely
selectable temperature difference between elements,

+ freely selectable duty cycle from the system level downwards,

+ global change of environmental factor {ng) by set-instructions, manual
selection of stress factors {$) for tradeoff studies and risk assessiment, and
manual introduction of field data and of default values for component
families or assemblies.

8  Allow reuse of elements with arbitrary complexity in a RBD (libraries).

Specific for repairable systems:

9. Consider elements with constant failure rate and const, or arbitrary repair rate,
i.e. be applicable to Markov, semi-Markov, and semi-regenerative processes.

10. Have automatic generation of the transition rates p;;for Markov model and of
the involved semi Markov transition probabilities Q;;(x) for systems with
constant failure rates, one repair crew, and arbitrary repair rate, starting from a
given set of succesful paths (ideally, directly from a given reliability block
diagram); automatic generation and solution of the equations describing the
system's behavior (algebraic, differential, or integral equations).

11. Allow different repair strategies, for instance first-in first-out, only one repair
crew, user-defined priority.

12. Use sophisticated algorithms for quick inversion of sparse matrices.

13. Consider at least 20,000 states for the exact solution of the stcady-state
availability PAg = AAg, mean time to system failure MTTF, and steady-state
interval reliability IR ¢(8).

14. Deliver solutions for some important approximation methods (for instance
methods 1 to § in Section 6.7.1), if possible with indication of error bounds.

A scientific software package satisfying many of the above requirements has been
developed at the Refiability Lab. of the ETH [2.51 (1995 & 1997)]. For basic
series/parallel structures, commercial programs are available on the market [2.52 to
2.58], among these are for example Relex and RAC PRISM in the USA and
RAMTOQOL. in Europe.
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6.9 Influence of Imperfect Switching

Far reliability analyses, switching is necessary for powering down failed elements or
powering up repaired elements. In many cases it is sufficient to locate the switching
element in series with the redundancy on the reliability block diagram, yielding
series/parallel structures as investigated in Section 6.6. However, such an approach
is often too simple to cover real situations. Figure 6.21 gives an example in which
measurement points M, and M,, switches 5] and S, as well as a control unit C
must be considered. To simplify, let us consider here only the reliability function in
the nomrepairable case (up to system failure). From a reliability point of view,
switch §;, element E;, and measurement point M; in Fig. 6.21 are in series
(i=1,2). Let 15 and Ty, be the corresponding failure-free operating times with
distribution function F, (1) and density f,(£). 1, is the failure-free operating time of
the control device with distribution function F.(¢) and density ().
Consider first the case of standby redundancy and assume that at £ = 0 element

E, is switched on. A system failure in the imerval (0, 7] occurs with one of the
following mutually exclusive events

Te = Tht f'\('Cbl + sz) <t
or '

T <Tp S

It is implicitly assumed here that a failure of the control device has no influence on
the operating element, and does not lead to a commutationto £,. A verification of
these conditions by a FMEA, as introduced in Section 2.7, is necessary. With these
assumptions, the reliability function Rg(#) of the system described by Fig. 6.21 is
given by (nonrepairable case)

. { !
Rg(r) = 1= [[ ()1~ FGHFp (e~ x)dx + [fo () Eex)atxl. (6.192)
L]

Figure 621 Functional block diagram for a 1-out-of-2 redundancy with switches 5 and 5,
measurement points M) and Mo, and control device C
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From Eq. (6.192), f,(1) = Ape~*»? and f.(f) = A, e~*<* would yield

Rg(f)=e Mt +(1—e“lc‘)i—be‘lb‘ (6.193)
L
and the mean time to failure
21!, +A
MTTF = — P&, .
ST Rpthy +A0) 6194

A, =0 or F.(1)=0 leads to the results of Section 2.3.5 for the 1-out-of-2 standby
redundancy.

Assuming now an active redundancy (at 1 =0, E| is put into operation and E,
into the reserve state), a system failure occurs in the interval (0, ¢) with one of the
following mutually exclusive events

Tblgfﬁ'lic >Tbiﬁ’tbzsf

or
T, <Tp St

The reliability function R _5;(!) is then given by (nonrepairable case)}

1 '
Re(n=1- [Fb(t)j £, ()1 - F.{x))dx +Jfb(x)Fc(x)dx]. (6.195)
0 0
From Eq.(6.195) and assurning

f,(8) = Ay e Pt and £ (H)=A e At

it follows that
Zlb +l A
Re(t)= (A T b =(Zhy+h, Mt .
st Ap+a, e b+kce ’ (6.196)
and
2;\'b+)" lb
MTTF; = £ _ . 6.197)
ST Ay +As) (A +A)(2Ap +4,) ¢

Ao =0 or F.{)=0 leads to the results of Section 2.2.6.3 for the 1-out-of-2 active
redundancy. '
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6.10 Influence of Preventive Maintenance

Prevenrive maintenance is necessary to avoid wearout failures and to identify and
repair hidden failures (i.e. failures of redundant elements which cannot be detected
during ncrmal operation). This section investigates some basic situations.

6.10.1 One-item Repairable Structure

Let us first consider a one-item repairable structure for which preventive mainte-
nance is performed at periodic time intervals Tpyy. The item is new at r=0. Its
failure-free operating time is distributed according to F(#) with density f(z), the
repair time has distribution G(f) with density g(z). Preventive maintenance is of
negligible time duration (performed by specialized personnel with all the necessary
tools} and restores the item to an as-good-as-new state. If a preventive maintenance
is due at a time in which the item is under repair, one of the following cases will
apply:
1. Preventive maintenance will not be performed (included in the repair, because it
is assumed as in Section 6.2 that after each repair the item is as-good-as-new).
2. Preventive maintenance is performed, i.e. the running repair is terminated with
the preventive maintenance in a negligible time span.

Both situations ¢an oceur in practical applications. In case 2, the times 0, Ty,
2Tpy, ... are renewal points (Fig. A7.1). This case will be considered in the
following.

The reliability function R pye(#) can be computed from

Rppg (D) = R(), for 0<r<Tpy

Rpae(t) = R*(Tpa )R(t — nTppg), for nTpy <t<(n+D)Tpy, n2l,
(6.198)

with R(#)=1-F(#), where F(r) is the distribution function of the failure-free
operating time of the one-itern structure considered. Figure 6.22 shows the shape of
R(f) and Rpys(t) for an arbitrary F(¢), and for F(1) = 1-e=M. Because of the
memoryless property which characterizes exponentially distributed failure-free
operating times, Rpps(f) = R{f) = ¢ holds for F(t) =1-¢e-* independently of
Tpyr. From Eq. (6.198), the mean time to failure with preventive maintenance
MTTEpy, follows as

- cvwam
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T .
T, Rty
o o M
MITFpy = [Rpy(0)dt =+ YR (Tpyy)) [REVE = —0——. (6.199)
p ot . 1- R(Tppy)

For F(f)=1-e~*! Eq. (6.199) vields MTTFpy, = 1/A independently of the period
Tpys of the preventive maintenance. Determination of the optimal preventive
maintenance period must consider Eq. (6.199) as well as cost and logistical support
aspects (for F(O)=0, MTTFpy — o= for Tpye — 0).

Calculation of the point availability is easy if preventive maintenance is
performed at the times 0, Tpyy, 2Tpyy. ... (case 2 above) and leads to

PA pys (1) = PAg (1) for 0<1< Tpy

PA pyy (1) = PAg(r - nTpyy) for nTpy St<(n+DTpy, n21 (6.200)

with PAq (¢} from Eq. (6.17). Figure 6.23 shows the shape of PA pys(¢) as given by
Eq. (6.200). Contrary to Rpy(t), PApy () goes to L at 0, Tpyy, 2Tpyy, ..o, Le. at
each renewal point.

If the time duration for the preventive maintenance is not negligible, it is useful
to define, in addition to the availabilities introduced in Section 6.2.1, the overall
availability 0A, defined for { — oo as the ratio of the total up time in (0, 7] to the
sum of total up and down time in (0, 7], i.e. to . Defining MTTF = mean time to
failure and MDT = mean down time (with MTTR = mean time to repair, M7TPM =
mean time to carry out preventive maintenance, MLD = mean logistic delay, and
Tpy = preventive maintenance period) it follows that

MTTF MTTF

04 = = M (6.201)
MITF+ MDT  prrre o MTTR+ MLD + MTTPM
Teur
R
1.0
R(.f):eju. a=e Mru
0.8
06 R, (=R()=e>'

2T,

M 42:"” 61}]{ ST;H

Figure 6.22 Reliability functions of a one-item structure with preventive maintenance (of negligible
duration) at times Tppy, 2 Tpyy. --. for two distribution functions F(#) of the failure-free operating
times (new at ¢ = 0)
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PA,, (1)

10
0.8
0.6
04
02

Figure 6.23 Point availability of a one-item structure with repair at every failure and
preventive maintenance (of negligible duration) at times Tpyy, 2Tpys, ... (new at £ = 0)

Example 6.13

Assumne a nonrepairable (up to system failure) 1-out-of-2 active redundancy with two identical
elements with constant failure rate X, Compute the mean time to failure MTTFp,, by assuming a
preventive maintenance with period Tpyy << MTBF =1/}, The preventive maintenance is perfor-
med in a negligible time span and restores the 1-out-of-2 active redundancy as-good-as-new.

Solution

For a nonrepairable {up to system failure} 1-out-of-2 active redundancy with two identical
elernents with constant failuse rate X, the relibility function is given by Eq. (2.20)

R()= ze-lx _e-ﬂu
The mean time to failure with preventve maintenance foflows then from Eq. (6.199) as

T e S
[rya _[(ze‘ "My 2a_ ey L e
0 A 2h

0
MTTipy, = = — = = = =
1-Ri{Tpy)  1-2¢ AMrem te I Tpy -2,k 4, 2 Tpy

2w -Tey 1 = mreF

T singe ¥ = 1-x+x°/2). {6.202)
pis < N Toy M

6.10.2 1-out-of-2 Active Redundancy with
Hidden Failures in one Element

Let us consider now a 1-out-of-2 active redundancy with two different elements E;
and Ej, and assume that failures of Ej can be detected only during the repair of E,
or at a preventive maintenance (hidden failures in E;). Elements E;, and E; have
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.
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3] 211
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@ renewal point
a) Without preventive maimenance b) With preventive maintenance (period Tpyy)

Figure 6.24 Time schedule of a repairable 1-out-of-2 parallel redundancy with hidden failures
in element E (new at 1 = 0)

constant failure rates A and A, the repair time of Ej is distributed according to”

G(#) with a density g(#), and the repair of E; takes a negligible time,
If no preventive maintenance is performed, Fig. 6.24a shows a possible time
schedule of the system (new at 1 = 0), yielding for the reliability function

t '
Rgolt) = e~ th)r 4 Ill ehx oAby + Ilz e=da g~ M1 -Gt — x))dx
0 0

ty
+[[Agetaxe My g(y—- DRso(r - ydxdy. (6.203)
00

The Laplace transform of R gy{?) follows as

SHAMS A F A+ A (s H A M1 - Bls +A))

ft - , (6.204)
SO(S) (S + ll)(s + A.z)(.?"' )Ll + 12) - (S +ll)(s + lz)lz g(s + )Ll)
and thus the mean time to failure becomes
2 -
WFSO - A'l (2'1 +l2)+lz (l—g(;\.l)] (6.205)

AyAg (hy +Ag) — A NG By
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If preventive maintenance is performed at times Tp,,, 2Tppy, ... independently of
the state of element E, and if after each preventive maintenance (assumed to be of
negligible duration as in Section 6.10.1) the entire system is as-good-as-new, then
the times 0, Fppy, 2Tpyy, ... are renewal points for the system. For the reliability
Junction Rgg  (¢) it follows that (considering Eq. (6.198) and Fig. 6.24b}

RSUPM(r)=RSO(r)’ for 053<TPM

RSOPM(I) = R;D(TPM)RSU('E_'RTPML for nTppy St <(n+DTpy, n21

(6.206)
and the mean time to failure
Tru
[Rsoyar
MITFR =—0 6.207
TOPM 1 - Ry (Tpge) (207

In Egs. (6.206) and (6.207), Rgg{r) is as in Eq. (6.203). The time Tpy between two

. - consecutive preventive maintenance operalions can now be optimized considering

Eqgs. (6.205) and (6.207) as well as cost and logistical aspects.

Example 6.14
Detive appreximate expressions for the mean time to failure MTTFgq given by Eq. (6.205).

Solution
For g( )} 1, it follows from Bq. (6.205) that

)&11—12_ 1 1

MTTFen = =t —. 6.208
R YT PR PR 209
A better approximation is obtained by considering g(&))=1- A MTTR
A+ A, +AL MTTR
Fgg = ——2— AT (6.209)

AyAg (L4 )k, MTTR)

with MTTR as in Eq. (6.110).

Example 6.15

Investigate Rg(¢) as in Eq. (6.203) and Rsom {+) as in Eq. (6.206) as well as MTTFg as in
Eq. (6.205) and MTTFSQMEE im Eq. {6.207) for the case of constant repair rate (L, i.e. by
assuming gz} =pe M,

Solution
With g(s+A1)=p/(s+X +y) it follows from Eq. (6.204) that
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(S+ll+12)(3+)\.1+[1)+1‘2(5+i22 (6.210)
(5+A Hs+Ax) s+ A +Ag + 1)

Rgo()=

and thus Rgg() = Ae Mf + Behaty cemPrtha bl with
_ 1.2(12-1.14-]1} B:"ll(ll—lz+]l) C= —Al)ﬁ.z )
S g -AOg W) (hg — Ay} (hy + 1) g + WAg + W
The mean time to failure MTTFg follows then from Eq. (6.210)

4
. By + A A YA A+ A 1 1
MITF, =R50(0)=( RS R AL R L (6211)
MAgdh +Ag 1) Mhy A Ay

Assuming, Aq +Ag << yields

hpe il e A

Rgglr) = oy {6.212)
and
J\.l + 7\.2 1 1 6.213)
MTTFen = =t .
WV W

Equations (6,211} to (6.213) show that the repairable 1-out-of-2 active redundancy with hidden
Ffailures in one element behaves like a nonrepairable 1-out-of-2 standby redundancy. This result
shows how important it is in the presence of redundancy to investigate failure detection and
failure modes. Tn the case of periodic preventive maintenance (period Tpyy), Eq. (6.207) yields

1—2(1—3‘117}%« )—:—l(l—g‘lzfpu) )
2

1 = . (6.214)
Ay(l—e M Ton)-a A-e 2Ty MAgTpy

M TTFSOPM =

The last part of Eq. (6.214) has been obtained using e % =1-Ax+(i x)2 /2. The optimization
of the time Tpys between two consecutive preventive maintenance operations can be performed
using Eq. (6.214), also paying attention to cost and logistical aspects. Tt should be noted that Fq.
{6.210) could also have been obtained directly using Table 6.2 (Markov process) with up states
Zy. Z), and Z, absorbing state Z3, and transition rates pgy =Ay. Pg2 = Az, P13 =k,
Pyg = K, and Py =Ap, aswellas Py(D=1.

7 Statistical Quality Control
and Reliability Tests

Statistical quality control and reliability tests are performed to estimate or
demonstrate quality and reliability characteristics (figures) on the basis of data
collected from sampling tests. Estimation leads to a point or interval estimate of an
unknown characteristic, demonstration is a test of a given hypothesis on the
unknown characteristic in an acceptance test. Estimation and demoenstration of an
urknown probability is investigated in Section 7.1 for the case of a defective
probability p and applied in Section 7.2.1 to reliability, maintainability, and
availability figures. Estimation and demonstration of a constant failure rate A
(or MTBF =1/)) and of an MTTR are discussed in depth in Sections 7.2.2 and 7.3.
Basic models for accelerated rests and for goodness-of-fit tests are considered in
Sections 7.4 and 7.5, respectively. To simplify the notation, the term sample will
be used instead of random sample. Theoretical foundations for this chapter are
given in Appendix A8. Empirical and graphical methods are considered in Section
7.5 and Appendices A8.1 and A9.8.

7.1 - Statistical Quality Control

One of the main purposes of statistical guality control is 1o use sampling tests to
estimate or demonstrate the defective probability p of a given item, to a required
accuracy and often on the basis of tests by attributes (i.e. tests of type good/bad).
However, considering p as an unknown probability, a broader field of applications
can be covered by the methods used in statistical quality control. Other tasks of
statistical quality control, such as rests by variables and statistical processes control
will not be considered in this book. For these one may refer e.g. to [7.1 to 7.5].

In this section, p will be considered as a defective probability. It will be
assumed that p is the same for each element in the (random) sample considered, and
that each sample element is statistically independent from each other. These
assumptions presuppose that the lot is homogeneous and much larger than the
sample. They allow the use of the binomial distribution (Appendix A6.10.7).
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7.1.1 Estimation of a Defective Probability p

Let n be the size of a (random) sample from a large homogeneous lot. If & defective
items have been observed within the sample of size n, then

AR

p= (7.1
is the maximum likelihood point estimaie of the defective probability p for an item
in the lot under consideration, see Eq. (AB.29). For a given confidence level
y=1-P;-B; (0<P <1-By <), the lower p; and upper p, limitof the
confidence interval of p can be obtained from

L . _ k n . i
Y(D)sa-py=p  and ¥( .)ﬁL(lfpu)" fafy (2
ikt =0}
for 0 <k <n, and from
p=0 and B, =1-%p, for k=0 (y=1-B 1.3
or from
;’5! =’{jﬁz_ and ﬁu =1 fork=n {y=1-,), (7.4)

see Egs. (A8.37) to (A8.40) and the remarks given there. [ is the risk that the true
vaiue of p is larger than p, ‘and P, the risk that the value of p is smaller than p,;.
The confidence level is nearly equal 1o {but not less than) y =1-f; -fi,. It can be
explained as the relative frequency of cases in which the interval [y, p,] overlaps
the true value of p, in an increasing seties of repetitions of the experiment of taking
a random sample of size n.

In many practical applications, a graphical determination of p; and p, is
sufficient. 'The upper diagram in Fig. 7.1 can be used for f; =0, = 0.05, the lower
diagram for p;=p,=0.1 (y = 0.9 and y = 0.8). The continwous lines in Fig. 7.1 are
the envelopes of staircase functions (k, » integer) given by Eq. (7.2). They
converge rapidly, for min{np, n(l— p))> S5, to the confidence ellipses (dashed
lines in Fig. 7.1). Using the confidence ellipses (Eq. (A8.42)), f and p, can be
computed from

o k+05p2 ib\/k(l k/n)+b2f
7.5
pﬂ.! n +b2 ( )

b is the (1+y)/2 quantile of the standard normal distribution @(r), given for some
typical values of ¥ by (Table A9.1)

Y= 06 0.8 0.9 0.95 098 0.99
b= 03 1.28 1.64 1.96 233 2.58
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0 01 02 03 04 05 06 07 08 09 10

Figure 7.1 Confidence limits 5; and p, for an unknown probability p (e.g. defective probability)
as a function of the observed relative frequency k/n (n= sample size, 7= confidence level =
1-f; —Bo with By =B,; continuous lines are the exact solution according to Eq. (7.2), dashed
are the approximations according to Eg. (7.5))

Examphe; #=25, k=5 gives p=k/n=02 and for y =0.9 the confidence intervat [0.08, 0.38}
([0.0823, 0.3754] using Eg. (7.2), and [0.1011, 0.3572] using Eq. (7.5))
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The confidence limits p; and p, can also be used as one-sided confidence
intervals. In this case,

0<psp, (orsimply p<py) with y=1-p

ppspsl  (orsimply p2 py), with y=1-0;. (7.6)
Example 7.1

In a sample of size n =23, exactly k=35 items were found to be defective. Determine for the
underlying defective probability p, (i) the point estimate, (i) the interval estimate for v = 0.8
(By =B =0.1), (iii) the upper bound of p for a one sided confidence interval with ¥ = 0.9.

Solution

(i) Equation (7.1) yields the point estimate p=5/25=02. (i) For the interval estimate, the
lower part of Fig. 7.1 leads to the confidence interval [0.10, 0.34], [0.1006, 0.3397] using Eq.
(7.2) and [0.1175, 0.3194] using Fq. (7.5). {iii) With ¥ = 0.9 it holds p<0.34.

Suppimensary result: The upper part of Fig. 7.1, would lead to p < 0.38 with y = 0.95.

The role of k/n and p can be reversed and Eq. (A8.42) can be used to compute
the limits k; and kp of the number of observations & in n independent trials
(e.g. the number k of defective items in a sample of size ») for a given probability v
(Y =1-P, B, with B; = B,) and known values of p and r (Eq. {A8.45))

k2’|=np:tb-.|lnp(1—p). (1.7

As in Bq. (7.5), the quantity & in Eq. (7.7) is the (1 +v)/2 quantile of the standard
normal distribution (e.g. b=1.64 for v=0.9, Table A9.1). For a graphical
solution, Fig. 7.1 can be used by taking the ordinate p as known, and by reading
k /n and kp /n from the abscissa.

7.1.2 Simple Two-sided Sampling Plans for the Demonstration
of a Defective Probability p :

In the context of aecceptance testing, the demonstration of a defective probability p
is often required, instead of its estimation as considered in Section 7.1.1. The main
concern of this test is to check a zero kypothesis Hy @ p < py against an alternative
hypothesis Hy:p> p. on the basis of the following agreement between producer
and consumer:

The lot should be accepted with a probability nearly equal to (but not less
than) 1— if the true (unknown) defective probability p is lower than pq but
rejected with a probability nearly equal to (but not less tharn) 1-D ifp is
greater than p| (pg and py> pg are given (fixed) values).
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Do is the specified defective probability and p, is the maximum acceptable defective
probability, o is the allowed producer's risk (type I error), i.e. the probability of
rejecting a true hypothesis Hg: p<pg. B is the allowed consumer's risk (type I
error), i.¢. the probability of accepting the hypothesis Hp : p < p; although the
alternative hypothesis Hj : p > p; is true (in the following it will be tacitly assumed
that 0 < <1-f<1). Verification of the agreement stated above is a problem of
statistical hypothesis testing {Appendix A8.3) and can be performed, for instance,
with a simple two-sided sampling plan or a sequential test. In both cases, the basic
maodel is the sequence of Bernowilf frials, as introduced in Appendix A6.10.7,

7.1.2.1 Simple Two-sided Sampling Plans
The procedure (test plan) for the simple two-sided sampling plan is as follows
{Appendix A83.1.1):

1. From pg, pi, O, and f§, determine the smallest integers ¢ and » for which

[

E(’:)pé (-po)i21-a (71.8)
=0

and
c » .
2(';);:;(1 -p)" " sB. 19)
i=

2. Take a sample of size n, determine the number k of defective items in the
sample, and

steject Hy (p<py) if k>c
saccept Hy (p<pg) i k<c. {(7.10)

The graph of Fig. 7.2 helps to clarify the validity of the above rule (see Appendix
A8.3.1.1 for a proof). Tt satisfies the inequalities (7.8) and (7.9), and is known as an
operating characteristic curve.  For each value of p, it gives the probability of
having no more than ¢ defective items in a sample of size n. Since the operating
characteristic curve as a function of p decreases menotonically, the risk of a false
decision decreases for p < pg and p > py, respectively. It can be shown that the
quantities ¢ and npy depend only on o, f, and the ratio py/ py (discrimination
ratio). Table 7.3 in Section 7.2.2.2 gives ¢ and n py for seme important values of o,
B and p,/ py for the case where the Poisson approximation (Eq. (7.12)) applies.
Using the operating characteristic, the Average Outgoing Quality (AOQ) can be
calculated. AQQ represents the percentage of defective items that reach the
customer, assuming that all rejected samples have been 100% inspected, and that
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the defective items have been replaced by good ones, and is given by

AOQ = pPr{acceptance | p} = pZ( Ja-pr (7.11)
=0
The maximum value of AOQ is the Average Qutgoing Qualify Limit [7.4, 7.5].
Obtaining the solution of the inequalities (7.8) and (7.9} is time consuming. For
small values of py and p; (up to a few %), the Poisson approximation

. . i
(pta-pr = EBene (1.12)
[3 i

can be used (Eq. (A6.129)). Substituting the approximate value obtained by Eq.
(7.12) in Eqs. (7.8) and (7.9) leads to a Poisson distribution with parameters
my =np and my =npg. which can be solved using a table of the 2 distribution
(Table A9.2). Alternatively, the curves of Fig. 7.3 provide graphical solutions,
sufficiently good for many practical applications. Exact solutions for some
important cases are given in Table 7.3 of Section 7.2.2.2,

Example 7.2

Determine the sample size » and the number of allowed defective items ¢ to test the null
hypothesis Hy : p< py =1% against the alternative hypothesis H) : p> py = 2% with producer
and consumer risks ¢ = B = 0.1 (which means o = B20.1).

Solutlon

For o= = 0.1, Table A9.2 yields v =30 (value of v for which ¢, . {2, , =2 with g 2
1-0.=09% and g 3P =0.1) and, with a lincar interpolation, F(ZU 4) =0095<f and
F(40.8) = 0908>1— o (v = 28 falls just short}. Thus c=v/2~1=14 and n=204/2.001)=
1020. The values of ¢ and n according to Table 7.3 would be ¢ =14 and n =10.17/0.01=1017.

f:(f)p (1-p"

i=0

10
g, 21 -)
08
Pr [acceptance | p] = Pr{no more than ¢ defects in a sample of size n | p}
06
04
02
Py, 5P
¥ T T % p
0 0.05 01

Figure 7.2 Operating characteristic curve as a function of the defective probability p
foragivennandc (pp=2%, py=4%, a=P=0.1; n=510 and ¢ = 14 as per Table 7.3}
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Using the graph of Fig, 7.3 yields practically the same result: c=14, mg =10.2 and m; ~ 20.4
for t=f=0.1. Bath the analytical and graphical methods require a solution by successive
approximation {chcice of ¢ and check of the conditions for o and B by considering the ratio
P! po)-

7.L2.2 Sequential Tests

The procedure for a sequential test is as follows (Appendix A8.3.1.2):

1. Ina Cartesian coordinate system draw the acceptance line

nnr=an-h (7.13)
:;099911 c=2 3. 4.5 6 78910 15 20 303540
¥4 ST SN
MER=SRSINNN
o et ORI
A EERAN NN
N \
y RIEEAVERR R BIWW
NEE WL
02 + \‘\ \\\\ \ \}} \\\
0.15 \
01 NEARRA
0.08 hY VURANRYE
0.06 ANIA TN
0.05 \ LRI
0.04 \ Y n\n\ 1\1\1
0.03
LI
o UL T T ADYTAN,
6 310

0.1 02 04 06081 2 4 I 20 30

Figure 7.3 Poisson distribution (= results for Examples 7.2, 74, 7.5, 76,79, ¢ =14,7,0,2&0,6)
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and the rejection line

(n)=an+by, (7.14)
»n
with
lnll_io Inl_ﬂ‘1 ]nﬂ
“py ”
a= —- b= —, b= —. {7.15)
2Ly 2P0 L 4 1p—20 Pl 2P0
Po I-p Po 1-p Py 1-p

2. Select one item after another from the lot, test the item, enter the test result in the
diagram drawn in step 1, and stop the test as soon as either the rejection or the
acceptance line is crossed.

Figure A8.8 shows acceptance and rejection lines for py=1%, py=2% and
a=P=02. The advantage of the sequential test is that on @verage it requires a
smaller sample size than the corresponding simple two-sided sampling plan (see
Example 7.10 or Fig. 7.8). A disadvantage is that the test duration (i.e. the sarple
size involved) is random.

7.1.3 One-sided Sampling Plans for the
Demeonstration of a Defective Probability p

The two-sided sampling plans of Section 7.1.2 are fair in the sense that for o=,
both producer and consumer run the same risk of making a false decision. In
practical applications however, one-sided sampling plans are often used, i.e. only pg
and ¢ or p; and P are specified. In these cases, the operating characteristic curve is
not completely defined. For every value of ¢ (¢ =0,1,...}alargestn (n=112,...)
exists which satisfies inequality (7.8) for a given py and ¢, or a smallest n exists
which satisfies inequatity (7.9) for a given p; and B. It can be shown that the
operatirig characteristic curves become steeper as the value of ¢ increases (see e.g-
Figs. 7.4 or A8.9). Hence, for small values of ¢, the producer (if pp and ¢ are
given) or the consumer (if p; and P are given) can be favored. For example, for a
given py and o, the operating characteristic curve remains close to 1—a for p> pg
for small values of ¢, and thus the producer can realize an advantage.
When only pg and o or py and B are given, it is usnal to set

po=AQL  and Dy =LTPD, (7.16)

where AQL is the Acceptable Quality Level and LTPD is the Lot Tolerance Percent
Defective (Eqs. (AB.69) to (A8.74)).
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Pr {acceptance | p}

)
1.6 4

Code F(n=20,c=0)
Code F{n=80,c=1)
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Figure 7.4 Operating characteristic curves for the demonstration of an AQL = 0.65% with sample
sizes n =20, 80, and 500 as per Table 7.1

A large number of one-sided sampling plans for the demcnstration of AQL
values are given in national and international standards {(IEC 60410, ISO 2859,
MIL-STD-105, DIN 40080 [7.2, 7.3]). Many of these plans have been established
empirically. The following remarks can be useful in evaluating such plans:

. AQL values are given in %.

. The values for n and ¢ are in general obtained using the Poisson approximation.

. Not all values of ¢ are listed, the value of ¢ often decreases with increasing c.

. Sample size is related to lot size, and this relationship is empirical.

. A distinction is made between reduced tests (level I}, normal tests (level IT) and
tightened tests {level IIT); level II is normally used.

. Transition from level II to level III is necessary if 2 out of 5 successive
independent lots have been rejected, a return to level II follows if 5 successive
independent lots are passed (transitions between levels 11 and I are also defined).

7. The value of « is not given explicitly (for ¢=0, for example, o is

approximately 0.05 for level [, 0.1 for level I, and 0.2 for level TII).

Table 7.1 presents some test procedures from [EC 60410 [7.2] and Fig. 7.4 shows
the corresponding operating characteristic curves for AQL =0.65% and sample
sizes n =20, 80, and 500.

Test procedures for the demonstration of LTPD values with a customer risk
f=10.1 are given in Table 7.2 (based on the Poisson approximation given by Eg.
(7.12)). :

In addition to the simple one-sided sampling plans described above, muitiple
one-sided sampling plans are often used to deronstrate AQL values. Fig. 7.5 shows
the procedure for a double one-sided sampling plan. The operating characteristic
curve or acceptance probability for this plan can be calculated as

A oda e b e

(=3
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k|

Priacceptance | p}= ), (’:l)pi(l_P)m-t'
i=0
B gt M) ey iy, .17
+ T (o ) (%) a-pr)
I=C| =

Multiple one-sided sampling plans are also given in national and international
standards, see for example [EC 60410 [7.2] for the following double one-sided
sampling plan to demonstrate AQL=1%

Sample Size m Liv] € dl [
281 - 500 2 3z

501 - 1,200 50 50
1,201 - 3,200 30 8
3,201 - 10,000 125 125

LT e R e
[T IRV S
[ B R

The advantage of multiple cne-sided sampling plans is that on average they require
smaller sample sizes than would be necessary for simple one-sided sampling plans.

Table 7.1 Test procedures for AQL demonstration {test level 11, from IEC 60410 [7.2])
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Table 7.2 Test procedures for LTPD dernonstration {MIL-S-19500 [3.11])
Number of allowed LTPD in %
defects 1 |15 | 2 3 5 7 |10 |15 )20 | 30 | s
[4 R H n n ] ] n n n n n
0 i) 153 | 116 16 45 32 22 15 11 8 5
1 390 | 2581 195 129 7 55 38 25 18 13 8
2 533 | 3544 6| 176 | 105 75 52 34 25 i8 11
3 668 | 4440 333 | 221 | 132 94 65 43 32 22 13
4 798 | 531| 398 | 265 | 158 113 78 52 By 7 16
5 927 | 617| 462 | 308 | 184 13t 91 &0 45 31 19
6 1054 ( V00| 528 | 349 | 209 149 104 68 51 35 21
T 11751 B3| 589 | 390 | 234 | 166 116 77 57 39 24
g 1300 | 864 | 6481 431 | 258 | 184 128 5] a3 43 26
9 1421 | 945 | 709 | 471 ( 282| 201 140 93 69 a7 28
10 1541 | 1025 71 511 ) 306 | ZI18 152 | 100 75 51 31
11 1664 | 1109 | 832 | 555) 30| 238 166 | 11 83 54 33
12 1781 | 1187 ) 890 | 594 356| 254 178 119 89 59 36
13 1896 | 1264 | 948 | 632 3719 271 190 | 126 95 63 38
14 2015 ) 1343 | 107 | 672 | 403 | 288 201 134 | 101 67 40
15 2133 | 1422 | 1066 | TL1| 426 | 305 | 213 42| 107 1 43
16 2245 | 1499 | 1124 | TA0 | 450 31 225 | 150 112 4 45
17 2364 | 1576 | 1182 | TRE| 473 | 33% 236 | 158 1i8 79 47
18 2478 | 1652 | 1230 | BI6 | 496 | 354 | 248 | 165 124 83 50
19 2591 | 17281 1296 | 864 | SIE| 370 | 259 | 173} 130 86 52
20 2705 | 1803, 1353 | 902 | 541 | 3864 271 | 180 135 90 54
25 3259 | 2173 | 1629 | 10B6| 652 | 466 | 326| 217 | 163 | 109 65

Sam- AQLin %
Lotsize | P 1004 0pes 010 |015 [025 {040 |065 |10 [15. |25 [40 |65

SI7E
g N n P € € ¢ c £ < c c € ¢ ¢
A 2-8 2| 4 +il L L U 11 ]o
B 9-15 3 4 ¢ 4 S I N A I R L]0 T
C 16-25 50 & 44 Ll d b Yy lo | T {
D 26- 50 gl L A Lo T4 1
4 5i-90| 13| L A Y i1l 14 o |1 1 1 2
Fl o-1s0| 20+ | [+ 4L (4o T[] |1 ]2 |3
G 151-280| 3z| | I A A A A | 2| 3 5
H 281-500{ 50| 1 Lidv 4L o | T4 t ]2 3L s |7
(7] so1-1200] 80| | Ll d o[ T 141 2 |3 5 |7 |10
K| 12x-32k{ 125] { 1o I 1 2 315 7|10 |14
L| 32c-10k| 200 4 o| T l 1 2 ] 3 s 7 10|14 |21
M 10k-35k| 315} O T4 1 2 3 ] 7 lw|[wala [T
N| 3s5k-150k| soo| T L1 2|3 s |7 |lw|w|nnlT T
‘P| 150k-500% | s00| 1 p| 2 3| s Tl ||| T T
Q over 500k | 125¢] 1 213 5 | 7 1w lal T T T

Use the first sampling plan above for T or below for 4, = number of allowed defects

n = sample size, ¢ = number of allowed defects in the sample of sizenn, B = 10%

{

no

secoml sample
(size n ,}

T

ho

acceptance of
Hyp<pg

rejection of
Hypepy

Figure 7.5

Flowchart for a double one-sided
sampling plan
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7.2 Statistical Reliability Tests

Reliability tests are necessary to evaluate the reliability actually achieved in a given
item. Early initiation of such testing permits quick identification and cost-effective
correction of weaknesses not discovered by reliability analyses. This supports a
learning process which leads to a mature product. Since reliability tests are
generally time consuming and expensive, they must be coordinated with other tests.
Test conditions should be as close as possible to those experienced in the field (real-
world tests). As with quality control, a distinction is made between estimation and
demonstration of a specific reliability characteristic.

7.2.1 Estimation and Demonstration of a Reliability or
Availability Value

Reliability and availability are defined as probabilities. Their estimation and de-
monstration can thus be performed using the methods described in Section 7.1 for
an-unknown defective probability p. If R is the reliability and PA the availability, it
is helpful to set

p=1-R (1.18)
or

p=1-PA. (7.19)

For a demonstration (acceptance test), the null hypothesis Hy : p < pq is then con-
verted 1o Hy : R> Ry or Hy: PA > PAg, which corresponds better to the concept of
reliability or availability. Obviously, the same also holds for maintainability and for
any other reliability characteristic expressed as a probability. Thus, results and
considerations from Section 7.1 apply (Examples 7.3 to 7.6).

Example 7.3
A reliability test examines 100 subassemblies, and 95 of them pass. Determine the confidence
interval for the reliability R with a confidence tevel ¥ = 0.9 (B =B, = 0.05).

Solution

With p=1—FR and R=10.95 the confidence interval for p follows from Fig, 7.1 as [0.03, 0.10].
The confidence interval for R is then [0.9, 0.97]. Calculation using Eq. (7.5) leads to the interval
{0.025, 0.099] for p and [0.901, 0.975) for K.
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Example 7.4 . .

The reliability of a given subassembly was R =09 and should have been improved through
constructive measures. In a test of 100 subassemblies, 94 of them pass the test. Check with a
type I emor o = 20% the hypothesis Hy : R>0.95.

Solution

For py=1-Ry =005, a=20%, and n =100, Eq. 7.8 delivers ¢ = 7 (see also the graphical
solution frem Fig. 7.3 with m=npy =5 and acceptance probability =1-o =038, yielding
=015 for m=35 and ¢=7). Asjust k=6 subassemblics have failed the test, the hypothesis
Hpy : R>0.95 can be accepted at the level 1-c=0.8.

Supplementary result: Assuming as an altemative hypothesis H) : R<0.90,0r p> p; = 0.1, the
type I error B can be computed from Eq. (7.9) with ¢ =7 and r =100 or graphically from Fig.
7.3 with m=np; =10, yielding f =0.2.

Example 7.5
Determine the minimum number of tests » that must be repeated to verify the hypothesis
Hy - R> Ry =0.95 with a consumer risk f§ = 0.1. Whatis the allowed number of failures ¢?

Solution
The inequality (7.9) must be fulfilled with p, =t— R, =0.05 and B=0.1, n and ¢ must thus satisfy

s (Mo.0s' 095" 50.1.
=0

The number of tests # is a minimum for ¢=0. From 0.95% =0.1, it follows that n=43
{calculation with the Poisson approximation (Eq. (7.12)) yields n =46, graphical solution with
Fig. 7.3 leads to m ~2.3 and then n=m/ p = 46}.

Example 7.6
Continving with Example 7.5, (i} find n for ¢ =2 and (ii) how large would the producer risk be
for ¢ =0 and ¢ =2 if the true reliability were B = 0977
Solution
(i) From Eq. {1.9),
2n . ;

2[ )0.05* 49571 <0.1

N 1

i=0
and thus =105 (Fig. 7.3 yields m=5.3 and n = 106; from Table A9.2, v=86, t; g g =10.645
and n =107}
(ii) The producer risk is

£fn . .
oa=1- E[ J 0.035.0.977F,
i=0

hence, =075 for c=0 and n=45, =061 for c=2 and n =105 (Fig 7-3,yiE1dS @ =075
for c=0and m=1.35, o =062 for c=2 and m=3.15; from Table A9.2, =073 for v=2
and ’2,(1 =27, a=0.6]1 for v=6 and 16.0'. =63)
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7.2.2 Estimation and Demonstration of a
Constant Failure Rate A or of MTBF = 1/A

MTBF is the mean (expected value) of the failure-free operating time of an item
exhibiting a constant failure rate A. For such an item, R(:)=e_l'and MTBF =1/A
(Eq. (A6.84)). This section discusses the estimation and demonstration of A or of
MTBF =1/} (see Appendices AB.2 and A8.3 for basic considerations and A8.1
for empirical and graphical methods). In particular, the case of a given, fixed,
cumulative aperating time T (Type I censoring) is considered when repair times are
ignored (immediate renewal) and individual failure-free operating times are assu-
med to be independent. Due to the relationship between exponentially distributed
failure-free operating times and the (homogeneous) Poisson process (Eq. {A7.38))
as well as the additive property of Poisson processes (Example 7.7), the fixed
cumulative operating time T can be partitioned in a quite arbitrary way from failure-
free operating times of (s-) identical items. The following are some examples:
1. Operation of a single item that is immediately renewed after every failure
{renewal time = (}), here T = ¢ = calendar time.
2. Operation of m identical items, each of them being immediately renewed after
every failure (renewal time = (), here

T =mt, m=12...

As stated above, in the case of a constant failure rate A, the failure process is a
(homogeneous) Poisson process with intensity A (in the case m=1) over the fixed
time interval [0, T). Hence, the probability of & failures occurring within the
cumulative operating time T is given by (Eq. (A7.39))

&
%)) e AT
k!

Statistical procedures for the estimation and demonstration of a failure rate A or of
MTBF =1/MA can thus be based on the statistical evaluation of the parameter
(m =AT) of a Poisson distribution (see applications in Sections 7.2.2.1 t0 7.2.2.3).

In addition to the case of a given fixed cumulative operating time T and
immediate renewal, further possibilities are known, Assurming m identical items at
t=0, and labeling the individual failure times as §; <t, <..., the following cases
are important for practical applications :

Pr(k failures within T | A} = (7.20)

1. Fixed number k of failures, the test is stopped at the k-th failure (Type 1}
censoring) and failed items are instantaneously renewed (renewal time =(); an
unbiased point estimate of the failure rate A is (for k>1)

5 k1 (7.21)
mi,
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2. Fixed number k of failures, the test is stopped at the k-th failure (Fype H censor.),
failed items are not renewed; an unbiased point estimate of the failure rate A is

A= =1/ [mty +(m=D{ty =)+ ... +{(m=k+ 1 —1;_)]
=k-D/y +...+4 +(m—-k)y ] (722}

3. Fixed test time ¢t (Type I censoring}, failed items are not renewed; a (biased)
point estimate of the failure rate A (given k items have failed) is

A=k/Dmy +0n—1)0 —1)+ ..+ (m =)@ —1,)]
= kit + ..t +m =k} (7.23)
4. Fixed rest time 1 (Type I censoring), failed items are not renewed and only the

total number k of failures is known (not the individual failure times ¢;); a good
approximation for the point estimate of the failure rate A is (for & << m)

LI PRIy (7.24)
mi 2m
Example 7.7

An item with constant failure rate A operates first for a fixed time period 7} and then for a fixed
time period T;. Repair times are neglected. Find the probability that & failares will occur in the
time period T=1 + 5.

Solution

The item's behavior within each of the time periods % and T, can be described by a
{homogeneons) Poisson process with intensity A. From Eq. (A7.39) follows that
ar) -
Pr{i failures in the time period 7; | A } = %e ATy
i

and, because of the memoryless property of the Poisson process

‘ s
) hs GBI AT

k
Prik failwres in T =7 + 5 | A} = 3 & =D

i=0 &

—
=e‘”§}73£-?2 F_ant ar (7.25)
Fr T T

The last part of Eq. (7.25) follows from the binomial expansion of {7} + Tz)*. Example 7.7
shows that the cumulative operating time T can be partitioned in any arbitrary way. Necessary
and sufficient is that the faiture rate X be constant, The same procedure can be used to prove that
the sum of two independent Poisson processes with intensities A, and X, is a Poisson process
with inlcnsity ""l + ;Lz

Pr(k failures in (0,7] | A1,25)

k-
- i(h ﬂ‘e-alr(lzﬂ T, M+ T o~ MHDT

P S =it Kl (7:26)
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7221 Estimation of a constant Failure Rate A or of MTBF =1/ i

Let us consider an item with a constant failure rate A. When during the given (fixed)
cumulative operating time T, k failures have occurred, the maximum likelibood
point estimate for the unknown parameter A or MTBF=1/3 follows from Eq.
(A8.46) as
k
T
For a given confidence level ¥ =1-Py -B; (0<P<l-Pa<l ie. Bi.B2>0
and B;+P <1) and k>0, the lower A; and upper A, limits of the confidence
interval for the failure rate 2, can  be obtained from (Eqs. (A8.47) 10 (A8.51))

A= or MTBF = % (7.27)

- i i . k 3 ] ~
E(prr)'e_l”ﬁ:ﬂz and EQ':TT){“A“T: P (7.28)
i=k . i=0 :

or from the guantile of the 2 distribution (Table A9.2) as

Ay = E%‘*TEL and Ay = @;‘;—"ﬂ (7.29)
the corresponding limits for MTBF = 1/4 being

MTBF, = jl— and MTBF, = 221" _

X (i+1),1-py X2k,B2

For k =0, Eq. (A8.49) yields

A =0 and A, = %{Pl—) (7.30)
or .

) and MTBE, = oo,

=
T 7By

the confidence level is here y =1—f;.

For many practical applications, a graphical solution is often sufficiently good.
Figure 7.6 gives the relationship between v, k., T, Ay, and A, for the case
By = By ={1-¥)/2, allowing also the visualisation of the confidence interval

width (A, —A;} as function of the number k of failures.

"} The case considered in Sections 7.2.2.1 to 7.2.2.3 corresponds to a sa:ﬁpling plan with n
elements with replacement and k failures in the fixed (given} time interval [0, T/n], Type 1
{time) censoring; the underlying process is a (hom.} Poisson process with constant intensity n A
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Figure 7.6 Confidence limits A; and A, for an unknown constant failure rate . or MTBF =1/4
(T=given (fixed) cumulative operating fime (time censoring), & = number of failures during T,
y = confidence level =1-f1—P> (here with ;= B2), Mﬁ?ﬁ:lfiu and M7BF, =lli1
« results for Examples 7.8 and 7.13)

The confidence limits A; and A, or MTBF, and MTBE, can also be used to give
one-sided confidence intervals. In this case

A<h, or MIBF = MIBF, with B, =0 and y=1-B,,
or

~

A2A; or MTBF < MIBE,, with B;=0 and y=1-B,. (7.31)

Example 7.3 _ _
In testing a subassembly with constant failure rate A, 4 failures occur during T = 104 cumulative
op_qraﬁng hours. Find the confidence interval of A for a confidence level ¥ = 0.8 (By =3 =0.1).



256 7 Statistical Quality Control and Reliability Tests

Solution

From Fig. 7.6 it follows that for k=4 and y=0.8, A.,.o'?.. = {3.43 and l fA=2. With T=10%n,
k=4, and & =4-10~%n"1, the confidence limits are A, =1.7- 10~4h-! and )., =8-104n1,
The corresponding limits for the MTBF =1/A are M'IBF =1250h and MTBF =5814h.
Supplemeniary result: The above results would also Icad 1o the one-sided confidence interval
A8 1074 p~lor MTBF 21250h with v =09.

In the above considerations (Eqs. (7.27) to (7.31)), the cumulative operating
time T was fixed (given), independent of the individual failure-free operating times
and of the number m of items involved (Type I censoring). The situation is different
when the number of failures k is fixed, i.e. when the test is stopped at the occurrence
of the &-th failure (Type I censoring). Here, the cumulative operating time is a
random variable, given by the term (k—1)/A of Egs. (7.21) and (7.22). Using the
memoryless property of (homogeneous) Poisson processes, it can be shown that the
quantities

m (& —#_;) forrenewal, and (m—i+1) (if ~_;) fornorenewal, (7.32)

with i=L,...,k and fj =0, are independent observations of a random variable
distributed according to F(r)=1- e-ht, This is necessary and sufficient to prove
that the A given by Egs. (7.21} and (7.22) are maximum likelihood estimates for A.
For confidence intervals, results of Appendix A8.2.2.3 can be used.

7.2.2.2 Simple Two-sided Test for the Demonstration
of a Constant Failure Rate A or of MTBF = 1/A

In the context of an acceptance test, the demonstration of A or of MTBF =1/} is
generally required, and not merely its estimation as in Section 7.2.2.1. The main
concern of this test is to check a zero hypothesis Hy: A <Ay or MTBF > MTBF,
against an alternative hypothesis H, : A > A, or MTBF < MTBF,, on the basis of the
following agreement between producer and consumer:

Irems should be accepted with a probability nearly equal to (but not less
than) 1 -« if the true (unknown) MTBF is greater than MTBF,, but rejected
with a probability nearly equal to (but not less than) 1—P, if the MTBF is
less than MTBF, (MTBE, > MTBE are given fixed values).

MTBF, is the specified MTBF and MTBE is the minimum acceptable MTBF
(mg and m in IEC 60605 [7.12], or €,and®, in MIL-STD-781, [7.15]).
o is the producer's risk (type I error), i.c. the probability of rejecting a true
hypothesis Hy : MTBF > MTBF,). B is the corresponding consumer's risk (type 11
error), i.e. the probability of accepting H, although the alternative hypothesis
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H, : MTBF < MTBF, is true. In the following it will tacitly be assumed that
O<a<l1-f <1. Evaluation of the above agreement is a problem of statistical
hypothesis testing (Appendix A8.3), and can be performed for instance with a
simple two-sided test or a sequential test. The methods and results given here are
also valid for testing the hypothesis Hy : A <Ay =1/ MTBE; against the alternative
hypothesis H : A > A, =1/ MTBEF.

With the simple two-sided test (also known as the fixed lengih test), the
cumulative operating time T and the number of allowed failures ¢ during T are fixed
quantities. The procedure (test plan) is as follows:

1. From MTEFE,, MTBF, o, and B determine the smallest integer ¢ and the value of
T for which

z‘:(rmmf,)' ~TIMIBR) 5 o

‘ (7.3%
i=0 #

and
¢ i
Z(T!M;BF]) o~ T/ MTBR <B. (7.34)
i=0 :

2. Perform a test with a total cumulative operating time T, determine the number of
failures k during the test, and

sreject Hy: MTBF > MTBR) if k>c¢
saccept Hg: MTBF > MTBE; if k<c. ' (7.35)

Example 7.9

The following conditions have been specified for the MTBF demonstration (acceptance test) of an
assembly: MTBF, = 2000 h(specified MTBF), MTBF =1000h (minimum acceptable MTBF),
producer risk ¢ = 0.2, consumer risk 8 =0.2. Determine: (i) the cumulative test time T and the
allowed number of failures ¢ during T (ii) the probability of acceptance, if the true MTBF were
3000h,

Solution

(i) From Fig. 7.3, ¢=6 and m=4.6 for Pr{acceptance}~0.82, ¢=6 and m=92 for
Pr{acceptance} = 0.19; thus ¢ =6 and T=9200h. These values agree well with those obtained
from Table A9.2 (v =14) and are given in Table 7.3. (ii} For MTBF =3000h, T =9200h, and
c=H

Pr{acceptance | MTBF = 3000 h}

6
=Pr(mmmman6failmsinr=92m1.|mF=3000h}:239:‘" -3.07 0 0,96,
' i=0 *

see also Fig. 7.3 for a graphical solution.
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06 - - Pr{acceptance | MTBF}=Pr{no more than ¢ failures in T | MTHF}
04 4
S D
0.2 - MTBF{
—|
: — A= L]
0 0.601 0.002 MTBF

Figure 7.7 Operating characleristic curve (acceptance probability curve) as a function of
A =1/ MTBF for fixed Tande (MTBRy =2000h, MTBR =1000h, a=§=02; T'=9200h and
=6 as in Table 7.3)

The graph of Fig. 7.7 clarifies the validity of the above agreement between producer
and consumer (customer). It satisfies the inequalities (7.33) and (7.34), and is
known as the operating characteristic curve (acceptance probability curve). For
each value of A =1/MTBF, it gives the probability of having not more than ¢
failures during a cumulative operating time 7. Since the operating characteristic
curve as a function of A = 1/ MTBF is monotonically decreasing, the risk of a false
decision decreases for MTBF > MTBE, and MTBF < MTBR, respectively. It can be
shown that the quantities ¢ and T/MTEBFR, depend only on «, B, and the ratio
MTBE,/ MTBF, (discrimination ratio).

Table 7.3 gives ¢ and 7/MTBF, for some important values of o, B and
MTBF,/ MTBF, . With MTBRy! MTBH = p/ pg and T/MTBE, = n pg, Table 7.3 can
also be used for the demonstration of an unknown probability p (Eqs. (7.8) and
(7.9)) in the case where the Poisson approximation (Eq. (7.12)) applies.

In addition to the simple two-sided test described above, a sequential test is
often used (see Appendix A8.3.1.2 and Section 7.1.2.2 for basic considerations and
Fig. 7.8 for an example). In this test, neither the cumulative operating time T, nor
the niumber ¢ of allowed failures during T are specified before the test begins. The
number of failures is recorded as a function of the cumulative operating time
(normalized to MTBF). As soon as the resulting staircase curve crosses the
acceptance line or the rejection line the test is stopped. Sequential tests offer the
advaniage that on average the test duration is shorter than with simple two-sided
tests. Using Eqs. (7.13) to (7.15) with pg =1-¢ S1/MTBRy p =1 ¢~/ MTBR
n=T/8, and 8 = 0 (continnous in time), the acceptance and rejection lines are
obtained as
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Table 7.3 Number of allowed faifures ¢ during the cumulative operating time T and value of
T/ MTBF, 1o demonstrate MTBF > MTBF, against MTBF; < MTBE for various values of «, B,
and MTBF/MTBF  (can also be used for demonstration of a constant failure rate L=1fMTBF
or of a probability p by setting MTBR, / MTBR = py/ pp and T/ MIBFy = rn pg))

MTBR MIBE, MTBE,
MIsE MTBF, MTBE
c =40 c = 14. c=5
. TIMTBR = 3298 | 7/MTBR, =1017 | T/MTBR =3.12
a=POL | 2B=0098) | (x~Pp=0093) | (=P =0096)
c=17 c=6 c=2
TIMTBE, 1433 | TIMTBE, ~462 | T/MIBE ~147
a~P02 | (B~ 0.197) (o = P =~ 0.185) (@ =B = 0.184)
c=6 c=2 c=1
T/ MTBE, = 541 TIMTBE, =185 | 7/M78E ~092
a=p03 | (= p=02997) (o = B = 0284) (0 = p = 0.236)

* ¢ =13 yields T/ MTBF, = 9.48 and o = fi = 0.1003

s acceptance line:  y(x}=ax— b, (7.36)
= rejection line wnx)=ax+b, (7.37)

with x = T/MIBF and

sy e 1=
MTBE p o
4= ——ee, b= —, by = ——=—. (7.38)
In MT5F In M8k, In MIBR,
MTBF, MTBH MTBR,

Sequential tests used in practical applications are given in nationat and international
standards [7.12, 7.15]. To Limit testing effort, restrictions are often placed on the
test duration and the number of allowed failures. Figure 7.8 shows two truncated
sequential test plans for ¢ = =0.2 and MTBFy/MTBF =1.5 and 2, respectively.
The lines defined by Egs. (7.36) to (7.38) are shown dashed in Fig. 7.8a.

Example 7.10
Continuing with Example 7.9, determine the expected test duration given that the true MTBF
equals MTBF; and a sequential test as per Fig, 7.8 is used.

Solution
From Fig. 7.8 with MTBE,/ MTBEF, = 2 it follows that E[test duration | MTBF = MTBE)] =
2.4 MTBEy = 4800h.
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Figure 7.8 &) Sequential 125t plan to demonstrate MTBF > MTBF, against MTBF < MTBR for
a=P=02 and MTBF,/MTEF =1.5 (top) and 2 {down), as per [EC 60605 and MIL-HDBK-
781 [7.12, 7.15], the lines as per Egs. (7.36) to (7.38) are shown dashed; b) Expected test dura-
tion until acceptance and operating characteristic curve (dashed) as a function of MTBF/ MTBRR,

72.2.3 Simple One-sided Test for the Demonstration of a
Constant Failure Rate A or of MTBF = 1/A

Simple two-sided tests (Fig. 7.7) and sequential iests (Fig. 7.8) have the advantage
that, for o = B, producer and conswmer run the same risk of making a false decision.
In practical applications, often only MTBF, and & or only MTBF, and B, i.e. simple
one-sided tests, are used. The considerations of Section 7.1.3 also apply here, Care
should be taken with small values of c, as operating with only MTBE, and o (or
MTBE, and ) the producer (or the consumer) can be favored. Figure 7.9 shows the
operating characteristic curves for various values of ¢ as a function of 1/ MTBF for
the demonstration of the hypotesis Hj: MTBF < 1000h (against Hy: MTBF >100Gh)
with a type [T error B = 0.2 for MTBF = 1000h.
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Figure 1.8  Operating characteristic curves (acceptance probahility curves) for MTBF =1000h,
B=02,and c=0 (T =1610h), c=1 (T =2995h), c=2 (T=4280h), c=5 (T =7905h), and
r=w (T =0s)

7.3 Statistical Maintainability Tests

Maintainability is generally expressed as a probability. In this case, the results
of Sections 7.1 and 7.2.1 can be used directly to estimate or demonstrate
maintainability. However, estimation and demonstration of specific parameters,
like MTTPM (Mean Time To Preventive Maintenance) or MTTR (Mean Time To
Repair), is of particular importance in many practical applications. If the underlying
random values are exponentially distributed, the results of Section 7.2.2 for a
constant failure rate , or MTBF = 1/ can be used. This section deals with the
estimation and demonstration of an M7TTR by assuming that repair times are
lognormally distributed and that the coltlected data are obtained from a
representative sample.

7.3.1 Estimation of an MTTR

Let 1, ..., &, be independent observations (realizations) of the repair time T of a
given item. From Egs. (A8.6) and (A8.10), the empirical mean and variance of T
are given by

Bre]= %2;{., (7.39)

i=1l



262 7 Satistical Quality Control and Reliability Tests

Virlt] = —Z(r - Bloy? =—[Er2 -—(Zr 21 (7.40)
i=1
For these estimates it holds that, E[E[t N1=E[7]= MTIR, Var[ﬁ[t' 1= Var[t 1/n,
and E[Var[t ]]=Var[t']. As stated above, the repair time 7 is assumed to be
lognormally distributed with a distribution function (Eq. (A6.110))

In(A 1)
1 g X
F() = — 2 dx, 7.41
) = L e (7.41)
and with mean and variance given by (Egs. (A6.112) and (A6.113})
' e L 2
E[z |= MTTR = PR Var[t 1= BT MTTRY (% -1).(7.42)

Using Egs. (A8.24) and (A8.27), the Maximum-Likelihood estimation of A and o2
is obtained from

A= []'[ ] and =—E{ln(ll 0. (7.43)

—1' Mt

A point estimate for A and 0 can also be obtained by the method of quantiles. The
idea is to substitute some particular quantiles with the corresponding empirical
quantiles to abtain estimates for A or ¢. For ¢ =1/A, In(At) =0 and F(1/A)=0.5,
therefore, 1/4 is the 0.5 quantile (median) 75 of the distribution function F{(r)
given by Eq. (7.41). From the empirical 0.5 quantile fO.S =inf(s : f",,(r) 20.5) an
estimate for A follows as

2 1

A= (7.44)

fos’

Moreover, #=e% /A yields F(e® /L) =0.8413; thus ¢®/A =1pgq;3 is the 0.8413
quantile of F(f) given by Eq. (7.41). Using A =1/#y5 and o = In(Aty. 34]3)—
Initp 2413 /1p.5). an estimate for o is obtained as

= n(fy g413/o.5)- . (7.45)

Considering F(e=0/A)=1-0.8413=0.1587, i.e. #1587 =€ °/A, one has £20 =
xfols413 flfo_lsa'? and thus Eq. (7.45} can be replaced by

& =~ In(g 3413/ Fo 1587)- (746)
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The possibility of representing a lognormal distribution function as a straight line, to
simplify the interpretation of data, is discussed in Section 7.5.1 (Fig. 7.14, Appendix
A9R.I).

To obtain irterval estimates for the parameters A and @, note that the logarithm
of a log normalty distributed variable is normally distributed with mean In{1/}) and
variance o2. Applying the transformation f; — In#; to the individual observations
£ -+, ty and using the results known for the interval estimation of the parameters of
a normal distribution [A6.1, A6.4], the confidence intervals

2 -2
ng ﬂ()'
[ ) + = ] (7.47)
A PO 4 ¥
rl- el
for 02, and
e ®, Ae®]  with e=—aet 1oy (7.48)
n—1 w5

for A can be found with A and & as in Bq. (743). x2 | and #; , are the ¢
quantiles of the ¥2- and #-distribution with n -1 degrees of freedom, respectively
(Tables A9.2 and A9.3).

Example 7.11

Let 1.1, 1.3, 1.6, 1.9, 2.0, 2.3, 2.4, 2.7, 3.1, and 4.2h be 10 independent observations
{realizations) of a lognormally distributed repair time. Determine the maximum likelihood
estimate and, for ¥ = 0.9, the confidence interval for the parameters A and 02, as well as the
maximum likelihood estimate for MTTR,

Solution

Equation (7.43) yields J =0476h~t and 62 =0.146 as maximum likelihood estimates of A and
o2, From Eq, (742), MTTR = ¢0073/0.476h~! = 2.26h. Using Egs. (7.47) and (7.48), as
well as Tables A92 and AG.3, the confidence intervals are [1.46/16.919,1.46/3.325]=
[0.086, 0.44] for o2 and [0.476¢~0-1271.833 (476 ,0.1271.833 11 = [0.38, 0.607h~! for A,

respectively.

7.3.2 Demonstration of an MTTR

The demonstration of an MTTR (in an acceptance test) will be investigated here by
assuming that the repair time 7 is lognormally distributed with known o2 (method
LA of MIL-STD-471 [7.15]). A rule is sought to test the null hypothesis
Ho MTTR = MTTR,, against the alternative hypothesis H) : MTTR = MTTR, for
given type I error « and type Il error ﬁ (Appcndlx AB.3): The procedure (test plan)
is as follows:
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t. From ¢ and B (0 < <1-P < 1), determine the quantiles tg and 1)_o of the
normial distribution (Table A%.1)
B hg *
——I—Ie_?dxzﬁ and LJ‘ e 2dx=1-a (7.49)
Nz 2 f2m ’ ’

From MTTR, and MTTR,, compute then the sample size n (next highest integer)

(f1-o MTTRy -t MTTR)® >
n= — (% -1). (7.50)
(MTTR, - MTTR, )

2. Perform » independent repairs and record the observed repair times 1y, ..., 1,
(representative sample of repair times),
3. Compute B[] according to Eq. (7.39) and reject Hy : MTTR = MTTR, if
A 802 -1
Eiv 1> MTTRy(1+ 4o " 3, (7.51)

otherwise accept H.

The proof of the above rule implies a sample size # = 30, so that the quantity B[}
can be assumed to have a normal distribution with mean MTTR and variance
Varl;‘r']l n (Eq. (A6.148)). Considering the type I and type [I errors

a=Pr{B(t 1> c| MITR= MTTR)}, B =Pr{BIt I < c| MTTR = MTTR)},
and using Eqs. (A6.105) and (7.49), the relationship

= MTTR, +1_, ,’ Varﬁ[" I _ vrzm + 1y V“;“ ] (1.52)

can be found, with Varp(t 1= (¢°” ~DMITR? and Van[c = (€% - 1) MTTR?
according to Eq. (7.42). The sample size n (Eq. (7.50)) follows then from Eq. {7.52)
and the right hand side of Eq. (7.51) is equal to the constant ¢ as per Eq. (7.52).

The operating characteristic curve can be computed from

xi

d _*
Pr{acceptance|Mm}=Pr{l"i{t']Sc|Mm}= ! je L (7.53)

T3

with

]
) & -1

MTTR,

d:m;fl_a_(l_

Replacing in d the quantity rtl(«z"2 -1) from Eq. (7.50) one recognizes that the
operating characteristic curve is independent of 62 (rounding of n neglected).
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Exampie 7.12

Determine the rejection conditions (Eq. (7.51)) and the related operating characteristic curve for
the demonstration of MTTR = MTTR; =2h against MTTR = MTTR| =2.5h with ae=f=0.1.
02 is assumed to be 0.2.

Solution

For =P =0.1, Eq. (7.49) and Table A9.1 yield #;_, =1.28 and 5= -1.28. From Eq. (7.50),
n =30 and the rejection condition is therefore

30 03
Yoy > 2+ 123y 35 )30 =666h.  Pr{acceptance | MTTR}

i=1 4
1.0 +
From Eg. {7.53), the operating characteristic 08
curve is given by 0.6
- F 04 ]
Pr{acceptance | MTTR} = Ie T, 021

Ve, : : —— - MTTR [h]

-0 1 2 3

with d = 25.84h/ MTTR -11.64 (see graph).

7.4 Accelerated Testing

The failure rate A of electronic components lies typically between 10-10 and
10~7h~1, and that of assemblies in the range of 10~7 to 10-5h~!. With such
figures, cost and scheduling considerations demand the use of accelerated testing for
» or MTBF=1/A estimation and demonstration, for instance when reliable
Jield data are not readily available. An accelerated test is a test in which the applied
stress is chosen to exceed that encountered in field operation, in order to shorten the
time to failure of the item considered, but still below the technological limits, to
avoid alteration of the involved failure mechanism (genuine acceleration).
In accelerated tests, failure mechanisms are assumed to be activated selectively by
increased stress. The quantitative relationship between degree of activation and

" extent of stress, i.e. the gcceleration factar A, is determined via specific tests.

Generally it is assumed that the stress will not have any influence on the #ype of the
failure-free aperating time distribution function of the item under test, but only
modify the parameters. In the following, this hypothesis is assumed to be valid.
Many electronic component failure mechanisms are activated through an
increase in remperature. Calculating the acceleration factor A, the Arrhenius model
can often be applied over a reasonably large temperature range {(about 0 to
150°C for ICs). The Arrhenius model is based on the Arrhenius rate law [3.42],
which states that the rate v of a simple (first-order) chemical reaction depends
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on temperanire T as
_E
v=yge T, (7.54)

E, and v, are parameters, k is the Boltzmann constant (k =8.6: IO—ScWK), and T
the absolute temperature in Kelvin degrees. E, is the activation energy and is
expressed in eV. Assuming that the event considered (for example the diffusion
between two liquids) occurs when the chemical reaction has reached a given
threshold, and the reaction time dependence is given by a function r(s), then the
relationship between the times ¢ and ¢, necessary to reach at two temperatures 7}
and T; a given level of the chemical reaction considered can be espressed as

v i{fy) = v g ).

Furthermore, assuming r{t) ~ ¢, i.€. a linear time dependence, it follows that
nh =yt

Substituting in Eq. (7.54) and rearranging, yields

E, 1 1

ﬂ(__?__
51 _ek 11 TZ

By transferring this deterministic model to the means MTTH and MTTF, of the
(random) failure-free operating times of a given item at temperatures 7; and 75, it is
possible to define an acceleration factor A

JMIE o A MER Ry (1.55)
MTTE, MTBF, "M
expressed by
EA_1,
A=et T &, (7.56)

The right hand sides of Eq. (7.55) applies to the case of a constant (time
independent but stress dependent) failure rate Alty=h. Eq. (7. 56) can be reversed
to give an estimate E for the activation energy E; based on MITF, and MBTF,
obtained empirically from two life tests at temperatures 7] and T). Practical
applications generally assume at least three tests at T}, T, and T3 in order also to
check the validity of the model. Activation energy is highly dependent upon the
particular failure mechanism involved (Table 3.6). High E, values lead to high
activation factors, due 1o the assumed relationships v #) = v £ and v ~ 1/eFa 14T,
For ICs, global values of E,; lic between 0.3 and 0.7¢V, value which can basically
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be obtained empirically from the curves of the failure rate as a function of the
junction temperature. It must be noted that the Arrhenius model does not hold for
all electronic devices (Fig. 2.5) and for each temperature range. Figure 7.10 shows
the acceleration factor A from Eq. (7.56) as a function of 8, in °C, for 6; =35 and
55°C and with E; as parameter (8; = T; —273).

In the case of a constant failure rate b, the acceleration factor A=
MTBF / MTBF, = A, /Ay can be used as a multiplicarive factor in the conversion of
the cumulative operating time from stress 15 to stress 1 (Example 7.13).

Example 7.1}

Four failures have occurred during 107 cumulative operating hours of a digital CMOS IC at a
chip temperature of 130°C. Assuming 8; =35°C, a constant fatlure rate A, and an activation
energy £, = 0.4eV, determine the interval estimation of A for y = 0.8,

A
—— B =35°C
A L gl=55°c E=1eV 09 08 07
10t ! |l 09
s Y. 1/ I 2 F A 4
6 ¥ iy . ; i 08
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Figare 7.10  Acceleration factor A according to the Arrhemius model (Eq. (7.56)) as a function of
8, for 9; =35 and 55°C, and with E, in eV a3 parameter (0; = T; —273)
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Solution

For 6, =35°C, 89 =130°C, and E, = 0.4V it follows from Fig, 7.10 or Eq- (7.56) that A =35,
The cumulative opera:in§ time at 35°C is thus T =0.35-10%h and the point estimate for A is
A=kiT=114 107707, With =4 and y = 0.8, it follows from Fig. 7.6 that Ay /A=043
and A, /h=2; the confidence interval of A is therefore [4.9, 22.8]- 109 h~1.

If the item under consideration exhibits more than one dominant failure
mechanism or consists of elements E, ..., E, having different failure mechanisms,
the series reliability model (Eqgs. (A6.80) and (2.16)) can be often used to calculate
the compound failure rate Ag(Ty} at temperature (stress) 75 by considering the
failure rates of the individual elements A;(T;) and the corresponding acceleration
factors A;

n
As(BY =Y A A(R). (7.57)
i=1

Equation (7.57) also applies to the case of time-dependent failure rates

AT = A8, T}).

Example 7.14

A PCB contains 10 metal film resistors with stress factor §=0.1 and A(25°C) = 02109171, 5
ceramic capacitors (class 1) with §=0.4 and A(25°C) = 0.810 911, 2 electrolytic capacitors
(Al wet) with §=0.6 and A(25°C)=610"2h"!, and 4 ceramic-packaged linear ICs with
ABj,y =10°C and A(35°C)= 20-109h1, Neglecting the contribution of the printed wiring
and of the solder joints, determine the failure rate of the PCB at a bum-in temperature 84 of
80°C on the basis of failure rate relationships as given in Fig. 2.4.

Solution

The resistor and capacitor acceleration factors can be obtained from Fig. 2.4 as
resistor: A=25/07=36
ceramic ¢apacitor {class 1): A=42/05=8%4

electrolytic capacitor (Al wet): A =13.6/035=389.

Using Eq. (2.4) for the ICs, it follows that A ~ [Ty. With © 7 =35°C and 90°C, the acceleration
factor for the linear ICs can then be obtained from Fig. 2.5 as A=7.5/08=94. From Eq.
(7.57), the Failure rate of the PCB is then

AM25°C)=(10-0.2+5.08+2:6+4-20010~h~1 =100.10 951
MBS°C)=(10-0.2-3.6 +5-08-8.4+2-6-38.9+4-20-9.4910~%h~1 =« 1,260-10~9h~ ).
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A further model for investigating the time scale reduction (time compression)
resulting from an increase in temperature has been proposed by H. Eyring [3.42,
7.16, 7.17]. The Eyring model defines the acceleration factor as

r 241
A=Zek'h T (7.58)

B is a constant, not necessarily an activation energy. Eyring also suggests the
following model, which comsiders the influences of temperature T and of a further
stress parameter X
B 1 D D
=) [X(C+—— =
A=§e"('ﬁ Tz)e[ 1 {c le} Xz(C+kT2)]'

T (7.59)

Equation (7.59) is known as the generalized Evring model. In this model, a function
of the normalized variable x = X/ Xy can also be used instead of the quantity X
itself {for example x%, 1/x7, Inx", In{l/x%)). B is not necessarily an activation
energy, C and D are constants. Modifications of the generalized Eyring model lead
to more recent models, for example

E, 1 1

A=(%)”e" i B (7.60)

for electromigration (f = current density) and

Eg 1 _ 1
R, ek f B

A=(—=y asl

for corrosion (RH = relative humidity, see also Egs. (3.2) to (3.6)).
Applicationfrefinement of the above models to ULSI ICs is in progress with
emphasis on:

1. Investigation of effects in oxide (inversion, time-dependent dielectric
breakdown, hot carriers, trapping), as well as of package and externally induced

~ failure mechanisms.

2. Identification and analysis of the causes for early failures or for a “premature”
wearout.

3. Development of physical models for failure mechanisms and of simplified
modeis for reliability predictions in practical applications.

Such efforts will allow a better physical understanding of the failure rate of
complex components.



270 7 Statistical Quality Control and Reliability Tests

In addition to the accelerated tests introduced above, a rough estimate of
component life times can be obtained through short-term tests under extreme
stresses. Examples are humidity testing of plastic-packaged ICs at high pressure
and nearly 100% RH, or tests of ceramic-packaged ICs at temperatures up to 350°C.
Such tests can activate failure mechanisms which would not occur during normal
operation, so care must be taken in extrapolating the results to situations exhibiting
Jower stresses. Experience shows that under high stress, life times are often
lognormally distributed, thus with a strong time dependence of the failure rate (sce
Table A6.1 for an example).

7.5 Goodness-of-fit Tests

Goodness-of-fit tests deal with the testing (checking) of a hypothesis
Hy : F(t) = Fy(¢) for a given type I ermor & against a general alternative hypothesis
Hy : F(t) # Fp(£), on the basis of n independent observations #, ..., I of a random
varable T distributed according to F(¢f) = Pr{t <¢}. Many possibilities exist to test
such a hypothesis, this section discusses the Kolmogorov-Smimov test and the chi-
square test (Appendices A8.3.2 and AB.3.3).

7.5.1 Kolmogorov-Smirnov Test

The Kolmogorov-Smirnov test is based on the convergence for n— e of the
empirical distribution function (Eq. (A8.1))

0 for ¢ <1y

Bn={5 forig<r<igy (7.62)
1 fort 21,

to the true distribution function, and compares the experimentally obtained E, (1)
with the given (postulated) Fy(s). Fo(#) is assumed here to be known and
continuous. The procedure is as follows:

1. Determine the largest deviation D, between £, (f) and Fy()

D,= sup |B()-F®| (7.63)

—padfelon
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Figure 7.11 Largest deviation y)_g between a postulated distribution function Fyp{r) and the corre-
sponding empirical distribution function F () atthelevel 1-a (Pr{D, < y_g, ]Fﬂ(r) e}l =1—-o)

2. From the given type I error & and the sample size », use Table A9.5 or Fig. 7.11
to determine the critical value y)_g.

3. Reject Hy: F(r)=Fpylt) if D, > y_q; otherwise accept Hy.

This procedure can be easily combined with a graphical evaluation of the data. To
do this, f“,,(t) and the band Fy(#}* y)_ are drawn using a probability chart on
which Fy{t) can be represented by a straight line. If f-’n(t) leaves the band
Ey(r) £ y;_q - the hypothesis Hy : F(#) = Fy(r) is to be rejected (note that the band
width is not constant when using a probability chart). Probability charts are
discussed in Appendix A.8.1.3, examples are in Appendix A9.8 and Figs. 7.12 to
7.14. Example 7.15 (Fig. 7.12) shows a graphical evaluation of data for the case of
a Weibull distribution, Example 7.16 (Fig. 7.13) investigates the distribution
function of a population with early failures and a constant failure rate using a
Weibull probability chart, and Example 7.17 (Fig. 7.14) uses the Kolmogorov-
Smirnov test to check agreement with a lognormal distribution.

Example 7.15

Accelerated life testing of a wet Al electrolytic capacitor leads to the following 13 ordered
observations of the lifetime: 59, 71, 153, 235, 347, 589, 8§37, 913, 1185, 1273, 1399, 1713, and
2567h. (i) Draw the empirical distribution function of the data on a Weibull probability chart.
(ii) Assuming that the underlying distribution function is Weibull-type, determine the parameters
A and § _graphically, (ili) The maximum likelihood estimation of A and f yields f=1.12,
caleulate A and compare the results of (iii) with those of (ii),

Solution

(i) Figure 7.12 presents the empirical distribution function F (#) on Weibull probability paper.
(ii) The graphical determination of 2. and P leads to (straight lmc (i)} A =1/840h and B=1.05.
(iii} With Bu 1.12, Eq. (A8.31) yields ia 17908, sce the straight line (iii) in Fig. 7.12.
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Example 7.16
Investigate the mixed distriburion funcrion F(1)=02[1-e~{01f %5 14+ 0.8[1 — 0000517 op 8
Weibull probability chart.

Solution
The weighted sum of a Weibull distribution (B=0.5, & =0.1h7t, and MTTF =20h) with an
exponential distribution (A =00005h"1 and MTTF=MTBF=1{/k=2000h) represents
the distribution f“l}g“"“ of a populanon of items with failure rate A{f)=
[0.01(0.11) %3010 + 0.00047 0%/ AH 7Y

[O.Ze'm‘“) + 087799 i.e. with early &
failures up to about ¢ = 200h, see graph (A(1) 0.0015
is practically constant at 0.0005h~L for ¢+
petween 300h and 400,000h, so that for o010
¢ > 300h a constant failure rate can be assumed

for practical purposes). Figure 7.13 gives the  0.0005
function F(r) on a Weibull probability chart,

showing the typical s-shape. 0 10 200 300 450 » 1 [h}

Example 7.17

Use the Koimogorov-Smimov test to verify with a type L error o = 0.2, whether the repair times
defined by the observations &, ..., 7j of Example 7.11 are distributed according to a lognormal
distribution function with parameters & =0.5h71 and o = 0.4 (hypothesis Hy).

Solution

The lognomnal distribution (Eq. (7.41)) with A =05 h~! and o =0.4 is represented by a straight
line on Fig. 7.14 (Ry(r)). With & =0.2 and n =10, Table A9.5 or Fig. T.11yields y_q =0.323
and thus the band Fg{r)£0.323. Since the empirical distribution function ﬁ"(r) does not leave
the band Fp{s)2 y;_g, the hypothesis Hy can be accepted.

7.5.2 Chi-square Test

The chi-square test (% test) can be used for both continuous or noncontinuous
distribution functions Fy(r)of €. Furthermore, Fy(¢) need not be completely known.
For Fy(t) completely kriown, the procedure is as follows:

1. Partition the definition range of the random variable T into & intervals (classes)
(a1, @3], (@z. a3, ..., (@, @g41], the choice of the classes must be made inde-
pendently of the observations 1), ..., 1, (rule: np; 25, with p; as in pomt 3).

2. Determine the number of observations k; in each class (4, g;51), i=1,.... k
(k; = number of ¢; with &; <#; <a;,1.

3. Assuming the hypothes1s Hy. compute the expected number of observations for
each class (a;, g;41]

np; = n(Bo(a;) — Folap)), i=1,...,k. (7.64)
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4. Compute the statistics

ok
ufce $E

5. For a given type I error o, use Table A9.2 or Fig. 7.15 to determine the (1-o)
quantile of the chi-square dlsmbunon with & -1 degrees of freedom xk Ll-a

6. Reject Hy:F(1)=Fy(r) if X2 > xk 1Ll-a otherwise accept Hy.

If Fy(t) is not completely known (Fy(r) =Fy(1, 0y, ...,8,), where 0,....8, are

unknown parameters), modify the above procedure after step 2 as follows:

3'. On the basis of the observations %; in each class (g, ], i=1...,%
determine the maximum likelihood estimates for the parameters 6y, ..., 8, from
the following system of r algebraic equations

k
ki ap,-(el,...,er) .
L@ oo, |0 IThees (7.66)

with p; = Fy(a;41, 61, ... 0,) - Fyla;, 01, ...,0,.)>0, pp+...+p =1 and
ki + ...+ kg =n; for each class (g;, @411, compute then the expected number
of observations, i.e.

npy = nlFglais By, o 0p) ~FolapBpy 00l izl k. .67

A
Fad. F (0 N
090} " Fgory B0

0s8 ’I Il
095

0.9 j

0.8

0.7
06 Fir i Fgln-y
0s
04 L/
03 ] /

02

0.1
0.05 ani
002 [
001 | .

01 02 0406 I 2

l‘Fo(ﬂ 4 6810 2030
Figure 7.14 Kolmogorov-Smimov test to check the repair times distribution as in Example 7.17
(the distribution function with A and & from Example 7.11 is shown dashed for information only)
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4’, Calcuiate the statistics

-

& I Y
.2 (ki —np;) ki
pEgul Sl (LA L./ M (7.68)
.2 ﬂpf ileﬂ

5'. Por given type I error o, use Table A9.2 or Fig, 7.15 to determine the (1-o)
quantlle of the chi-square dlslnbut:lon with k—1-r degrees of freedom.
. Reject Hy : F{t)= Fy(t) if X >xk 1-r,1-ou» Otherwise accept Hy.

Comparing the above two procedures, it can be noted that the number of degrees of
freedom has been reduced from k-1 to X—1-r, where r is the number of
parameters of Fy(¢) which have been estimated from the observations #, ..., 4, using
the muldtinomial distribution (Example A8.8).

Exumple 7.18

Let 160, 380, 620, 650, 680, 730, 750, 920, 1000, 1100, 1400, 1450, 1700, 2000, 2200, 2800,
3000, 4600, 4700, and 5000 h be 20 independent observations (realizations} of the failure-free
operating time 7 for a given assembly. Using the chi-square test for o = 0.1 and the 4 classes
(0, 500], (500, 1000], (2000, 2000], (2000, =), determine whether or not % is exponentially
distributed (hypothesis Hy : F(r)= 1- ¢, A nnknown).

Solution

The given classes yield number of chservations of k1 =2, kp =7, k3 =3, and k4 =6. The
point estimate of A is then given by Bq. (7.66) with p; = "% —¢ Ay , yielding for A the
numetical solution & = 0.562-1073 h1, Thus, the numbers of expected observations in each of
the 4 classes are according to Eq. (7.67) npl =4899, npy =3.699, np3 490, and
npy =6.499. From Eg. (7.68) it follows that Xzo =470 and from Table A9.2, X2 0,9 = 4.605.
The hypothesis Hg ; F(r) = 1- ¢ must be rejected since X > x,( riea

xv.l-u
50“
v
40 ;f x=010
10 // =020
d
0 v
10 4
- v

® 1o 0 0 4 5

Figure 7.15 x%_l {—gg Quantile of the chi-square distribution function with v degrees of freedom

8 Quality and Reliability Assurance
During the Production Phase

Reliability assurance has to be continued during the production phase, hand in hand
with quality assurance activities, in particular concerning the monitoring and
conirol of production processes and item’s configuration, the performance of in-
process and final tests, the screening of critical components and assemblies, and the
systematic collection, analysis, and correction of defects and failures. The last
measure is basic for a learning process, whose aim is to optimize the quality of
manufacture, taking into account cost and time schedule limitations. This chapter
introduces the general aspects of quality and reliability assurance during production,
discusses test and screening procedures for electronic components and assemblies,
introduces the concept of a test and screening strategy, and discusses models for
reliability growth during production, For specific poblems related to the
qualification and monitoring of production processes, one should refer to the
literature, e.g. [8.1 to 8.14].

8.1 Basic Activities

The quality and reliability built into an item in the design phase should be retained
during production. For this purpose, the following basic activities are necessary:

1. Management of the ifem’s configuration (review and release of the production
documentation, control ad accounting of changes and modifications).

2. Selection and qualification of production facilities and processes (assembling,
soldering, testing, etc.).

3. Monitoring and control of the production procedures (handling, testing,
transportation, storage, etc.).

4. Protection against damage during production (electrostatic discharge (ESD),
mechanical, thermal or electrical stresses).

5. Systematic collection, analysis, and correction of dafects and failures occurting
during the item's production or testing (to avoid repetition of similar problems).
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6. Quality and reliability assurance during procurement (procurement documen-
tation, incoming inspection, supplier audits).
7. Calibration of measurement and testing equipment.
8. Performance of in-process and final tests (functional and environmental).
9. Screening of critical components and assemblies.
10. Realization of a resf and screening strategy (optimization of the cost and time

schedule for testing and screening).

Configuration management, planning and control of corrective actions, as well as
some important aspects of statistical quality control and reliability tests have been
considered in Section 1.5, Chapter 7, and Appendices A3 and AS. The following
sections present test and screeming procedures for electronic components and
assemblies, introduce the concept of a test and screening strategy, and discuss the
modeling of reliability growth during production.

8.2 Testing and Screening of
Electronic Components

8.2.1 Testing of Electronic Components

Most electronic components are tested today by the end user on a sampling basis.
To be cost effective, sampling plans should take into consideration the guality
assurance effort of the component manufacturer, in particular the confidence which
can be given to the data furnished by him. In critical cases, the sample should be
large enough to allow acceptance of more than 2 defective components (see e.g.
Tables 7.1 to 7.3 and Sections 7.1.2 to 7.1.3}. 1000% incoming inspection has to
be performed for components used in high reliability and/or safety equipment
and systems, for new components, or for some critical devices like power
semiconductors, mixed-signal ICs, and complex logic ICs used at the limits of
their dynamic parameters. Advantages of a 100% incoming inspection of electronic
components are:

Quick detection of all relevant defects.

Reduction of the number of defective populated prmted circuit boards (PCBs).
Simplification of the tests at PCB level.

Replacement of the defective componenis by the supplier.

Protection against quality changes from lot to lot, or within the same lot.

kBN

Despite such advantapes, different kinds of damage (overstress during testing,
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assembling, or soldering) can cause problems at the PCB level. Defecrive
probabilities p vange today from ppm (part per million) for established components
up to some few % for critical components. In defining a test strategy, the possible
change of p from lot to lot or within the same lot should also be considered.
An example of a test procedure for electronic components is given in Section 3.2.1
for VLSLICs. Test strategies with cost consideration are developed in Section 8.4.

8.2.2 Screening of Electronic Components

Electronic components which are new on the market, produced in small series,
snbjected to an important redesign, or manufactured with insufficiently stable
process parameiers can exibit early failures, i.e. failures during the first operating
hours (generally up to some few thousand hours), Because of high replacement
costs at equipment level or in the field, components exhibiting early failures should
be eliminated before they are mounted on printed circuit boards. Defining a cost-
effective screening sequence is difficult for at least following two reasons:

1. It may activate failure mechanisms that would not appear in field operation.
2. It could introduce damage (ESD, transients) which may be the cause of further
early failures.

Ideally, screening should be performed by skilled personnel, be focused on the
failure mechanisms which have to be activated, and should not cause damage or
alterarion to the components involved. Experience on a large number of compon-
ents shows that for established technologies and stable process parameters, thermal
cycles for discrete (in particular power) devices and burn-in for ICs are the most
effective steps to precipitate early failures. Table 8.1 gives screening sequences of
electronic components used in high reliability or safety equipment and systems.

The following is a description of some important steps in a screening sequence
for ICs in hermetic packages for high reliability or safety applications:

1. High-temperature storage: The purpose of high temperature storage is the
stabilization of the thermodynamic equilibrium and thus of the IC electrical
parameters. Failure mechanisms related to surface problems (contamination,
oxidation, contacts) are particularly activated. The ICs are placed on a metal
tray (pins on the tray to avoid thermal voltage stresses) in an oven at 150°C for
24h. Should solderability be a problem, a protective atmosphere (N3} can be
used.

2. Thermal cycles: The purpose of thermal cycles is to test the ICs ability to
endure rapid temperature changes, this activates failure mechanisms related to
mechanical stresses cavsed by mismatch in the expansion coefficients of the
materials used. Thermal cycles are generally performed air to air in a two-
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Tahle 8.1 Test and screening procedures for electronic components used in Aigh reliability or
safety equipment and systems  (not applicable to surface-mounted devices)

—

Component

Sequence

 J—
Resistors

Visual inspection, 20 thermal cycles ( —40/+ 125°C) for resistor nctworks,”
43h steady-state burn-in at 100°C and 0.6 Fy,* el. test at 25°C*

Capacitors
* Film

« Ceramic

» Tantalum
{solid)

» Aluminum
{wet)

Visual inspection, 48h steady-state bumn-in at 0.90,,., and Uy el test at
25°C (€, tan§, Ryg)," measurement of Ryt 70°C"

Visual inspection, 20 thermal cycles (0, 1,¥ 48h steady-state bum-in at ¢/ v
and 0.96,,,,.% el. test a1 25°C (C, tand, R;,)," measurement of K, at 70°C
Visual inspection, 10 thermal cycles (8,.,)." 48h steady-state bumn-in at Uy
and 090, (low Zp)." el. test at 25°C (C, tand, I.)," meas. of I, at 70°C*

Visual inspection, forming {as necessary}, 48h steady-state burn-in at Uy .
and 0.96,,,." el. test at 25°C (C, tand, 1,),* measurement of I, at 70°C

Diodes (Si).

Visual inspection, 30 thermal cycles (—40/+ 125°C)," 48h reverse bias burn-
inat125°C," el testat 25°C (J,, U, Ugumo)r seal test (fine/gross leak)*+

Transistors (8i)

Visual inspection, 20 thermal cycles (—40/+ 125°C).* 50 power cycles
(25/125°C, ca. tmin on/ 2min off) for power elements,” ek, test at 25°C (B,
Iezo+ Ucrpmin)s 560l test (fine/gross leak)™

Optoelectronics
* LED, IRED Visnal inspection, 72h high temp. storage at 100°C," 20 thermal cycles N
' (~20/+80°C),* el. test at 25°C (Up, Ugpnin)." seal test (fine/gross leak) "+
* Optocouplar Visual inspection, 20 thermal cycles {(—25/100°C), 72h reverse bias bumn-in
C (HTRB) al 85°C,% el. test at 25°C (L / {p. Upy Ugpins Uema Temo)r Seal
test (fine/gross leak)*+
Digital ICs
« BiCMOS Visual inspection, reduced el, test at 25°C, 48h dyn. bumn-in at 125°C,
: el. test at HPC, s=al test (fine/gross leak)"™
+ MOS (VLSI) Visual inspection, reduced el. test at 25°C {(rough functionat test, Ipp), 72h
dyn. burn-in at 125°C," el. test at 70°C,* seal test (fine/gross leak)™™,
« CMOS (VLSI) |Visual inspection, reduced el. iest at 25°C (rough functional test, Ipn), 48h
. dyn. burn-in at 125°C,” el. test at 70°C," seal test (fine/gross leak)™+
« EPROM, Visual inspection, programming (CHB), high temp. storage (48h/125°C},
EEPRCM erase, programming (inv. CHB), high temp. storage 48h/125°C, erase, el
IM) test at 70°C, seal test (fine/gross leak)™
Linear ICs Visual inspection, reduced el. test at 25°C (rough functional test, fc, offsets),
20 thermal cycles {—40/+ 125°C),‘ 96h reverse bias burn-in (HTRB) at
125°C with red. el test at 25°C,” ¢l. test at 70°C,”* seal test (fine/gross leak)™t
Hybrid ICs . Visual inspection, high temp. storage (24h/125°C), 20 thermal cycles

(—40/+ 125°C), constant acceleration (2,000 to 20,000 g, /60s), red. el. test
at 25°C, 96h dynamic burn-in at 85 to 125°C, el. test at 25°C, seal test
(Fine/gross leak)™+ ‘ : :

*sampling, * hermetic packages, el. = electrical, red. =reduced, N =rated value, CHB = checkerboard
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chamber oven (transfer from low to high temperature chamber and vice versa
using a lift). The I[Cs are placed on a metal tray (pins on the tray to avoid
thermal voliage stresses) and subjected to at least 10 thermal cycles from —65 to
+150°C. Dwell time at the temperature extremes should be > 10 min (after the
thermal equilibrinm of the IC has been reached within +5°C), transition time
less than 1 min. Should solderability be a problem, a protective atmosphere
{ N2) can be used.

. Constant acceleration: The purpose of the constant acceleration is to check the

mechanical stability of die-attach, bonding, and package. This step is only
performed for ICs in hermetic packages, when used in critical applications. The
ICs are placed in a centrifuge and subjected to an acceleration of 30,000,
(300,000 m/s2) for 60 seconds (generally z-axis only).

. Burn-in: Burn-in is a relatively expensive, but efficient screening step that

provokes approx. 80% of the chip-related and 30% of the package related early
failures. The ICs are placed in an oven at 125°C for 160 hours and are operated
statically or dynamically at this temperature (cooling under power at the end of
burn-in is often required). Ideally, ICs should operate with the same electrical
signals 4s in the field. The consequence of the high bum-in temperature is a
time acceleration factor A often given by the Arrhenius model (Eg. (7.56))

_dp MR kR R
*  MTBF,

where E, is the activation energy, k the Bolizmann's constant (8.6-10-5 eV/K),
and A; and Ay) are the failure rates at chip temperatures 7j and % (in K),
respectively, see Fig. 7.10 for a graphical representation. The activation energy
E, varies according to the failure mechanisms involved. Global average values
for ICs lie between 0.4 and 0.7eV. Using Eq. (7.56), the bum-in duration can
be computed for a given application. For instance, if the period of early faileres
is' 3,000h, € =55°C, and 8, =130°C (junction temperature in °C), the
effective bum-in duration would be of about 50h for E; =~ 0.65eV and 200h
for E, =0.4eV. It is often difficult to decide whether a static or a dynamic
burn-in is more effective. Should surface, oxide, and metallization problems be
dominant, a static burn-in is better. On the other hand, a dynamic burn-in
activates practically all failure mechanisms. It is therefore important to make
such a choice on the basis of practical experience.

. Seal: A seal test is performed to check the seal integrity of the cavity around the

chip in hermetically-packaged ICs. It begins with the fine leak test: ICs are
placed in a vacoum (1h at 0.5mmHg) and then stored in a helivin atmosphere
under pressure (ca. 4h at 5atm); after a waiting period in open air (30min),
helium leakage is measured with the help of a specially-calibrated mass
spectrometer (required sensitivity approx. 10~—8atmem3/s, depending on the
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cavity volume). Afier the fine leak test, ICs are tested for gross leak: ICs are
placed in a vacuum (lh at 5mmHg) and then stored under pressure (2h at
5atm) in fluorocarbon FC-72; after a short waiting period in open air (2min},
the ICs are immersed in a fluorocarbon indicator bath (FC-40) at 125°C;
a continuous stream of small bubbles or two large bubbles from the same place
within 30 s indicates a defect.

8.3 Testing and Screening of Electronic Assemblies

Electrical testing of electronic assemblies, for instance populated printed circuit
boards (PCBs), can be basically performed in one of the following ways:

1. Functional test within the assembly or unit in which the PCB is used.

2. Functional test with the help of functional test equipment.

3. In-circuit test followed by a functional test with the assembly or unit in which
the PCB is used.

The first method is useful for small series production. It assumes that components
have been tested (or are of sufficient quality) and that automatic or semi-automatic
localization of defects on the PCB is possible. The second method is snitable for
large series production, in particular from the point of view of protection against
damage (ESD, backdriving, mechanical stresses), but is generally expensive. The
third and most commonly used method assumes the availability of an appropriate
in-circuit test equipment. With such equipment, each component is electrically
isolated and tested statically or quasi-statically. This can be sufficient for passive
components and discrete semiconductors, as well as for $51 and MSI ICs, but it
cannot replace an electrical test at the incoming inspection for LST and VLSI ICs
(functional tests on in-circuit test equipment are limited to some few 100kHz and
dynamic tests are not possible). Thus, even if in-circuit testing is used, incoming
inspection of critical components should not be omitted. A further disadvantage of
in-circuit testing is that the outputs of an IC can be forced to a LOW or a HIGH state.
This stress (backdriving) is generally short (50ns), but may be sufficient to cause
damage to the IC in question. In spite of this, and of some other problems (polarity
of electrolytic capacitors, paralieled components, tolerance of analog devices), in-
circuit testing is today the most effective means to test populated printed circuit
boards (PCBs). on account also of its good defect localization capability.

Because of the large number of components and solder joints involved, the
defective probability of a PCB can be relatively high in stable production conditions
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too. Experience shows that for a PCB with about 500 components and 3,000 solder
joints, the following indicative values can be expected (see e.g. Table 1.3 for a fault
report form):

* 0.5t0 2% defective PCBs (often, for 3/4 assembling and 1/4 componenis),
» 1.5 defects per defective PCB (mean value).

Considering such figures, it is important to remember that defective PCBs are often
reworked and that generally a repair or rework has a negative influence on the
guality and reliability of a PCB.

Screening populated printed circuit boards (PCBs) or assemblies with a higher
integration level is in most cases a difficult task, because of the many different
technologies involved. Experience on a large number of PCBs [3.76] has led to the
following screening sequence which can be recommended for PCBs of standard
technology used in high reliability applications:

1. Visual inspection and reduced electrical test.
100 thermal cycles between 0°C and +80°C, with temperature gradient
< 5°C/min (within the components), dwell time 2 10min, and power off
during cooling (gradient > 20°C/min only if this also occurs in the field and
is compatible with the PCB technology).

3. 15min random vibration at 2 g, 20-500Hz (to be performed if significant
vibrations occur in the field).

4. 48h run-in at pormal ambient temperature, with periodic power on/off
switching.

5. Final electrical and functional test,

Careful investigation on SMT assemblies down to pitch 0.3mm [3.79, 3.80,
3.88] have shown that basically two different deformation mechanisms can be
present in tin based solder joints, grain boundary sliding at rather low temperature
{or thermal) gradients and dislocation climbing at higher temperature gradients
{Section 3.4). For this reason, screening of populated PCBs in SMT should be
avoided if the temperature gradient occuring in the field is not known. Preventive
actions have to be preferred here, to build in quality and reliability during
manufacturing.

The above procedure can be considered as an environmental stress screening
(ESS), often performed on a 100% basis in a series production of PCBs used in high
reliability or safety applications to provoke early failures. It can serve as basis
for screening at higher integration levels.

Thermal cycles can be combined with power on/off switching or vibration to
increase effectiveness. However, in general a screening strategy for PCBs (or at
higher integration level) should be established on a case-by-case basis, and be
periodically reconsidered (reduced or even cancelled if the percentage of early
failures drops below a given value, of say 1%).
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8.4 Test and Screening Strategies, Economic Aspects

8.4.1 Basic Considerations

Testing and screening of complex electronic components and populated printed
circuit boards (PCBs) often accounts for over 20% of the total production costs.
In view of the optimization of costs associated with testing and screening during
production, every manufacturer of high-performance equipment and systems is
confronted with the following question:

What is the most cost-effective approach to eliminate all defects, systematic
Sfailures, and early failures prior to shipment to the customer 7

The answer to this question depends essentially on the level of quality, reliability,
and safety required for the item considered, the consequence of a defect or a failure,
the effectiveness of each test or screening step, as well as on the direct and deferred
costs involved, warranty cost for instance. A rest and screening strategy should
thus be tailored to the item considered, in particular to its complexity, technology,

| Incoming inspection J

|

l PCB assembling and soldering |

!

| . Visual inspection . |
v 1 Repai
| In-circuit test l

{ In-circuit test \
PN
+

| Functional fest |
L
¥

| Unit assembling and testing |
i

1

l Storage, shipping, use I

Figure 8.1 Flow chart as a basis for a test and screening strategy for electronic assemblies (PCBs)
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and production procedures, but also to the facilities and skill of the manufacturer.
In setting up such a sirategy, the following aspects must be considered:

1. Cost equations should include warranty costs and costs for loss of image.

2. Testing and screening should begin at the lowest level of integration and be
selective, i.e. consider the effectiveness of each test or screening step.

3. Qualification fests on prototypes are important to eliminate defects and
systematic failures, they should include performance, environmental, and
reliability tests.

4. Testing and screening should be carefully planned to ensure high interpretability
of the results, and be supported by a quality data reporting system (Fig. 1.8).

5. Problems of testing and screening should be discussed early in the design phase,
during preliminary design reviews.

Figure 8.1 can be used as a starting point for the development of a fest and
screening strategy at assembly level. The basic relationship between test strategy
and costs is illustrated in the example of Fig. 8.2, in which two different strategies

Defective 05% 001% 0.1% 00i%
probabilities 10 0
No. of defcts 100 o

Incoming Assembly Equip- Warranty
D‘et}'::ts " 5—00.- inspection 45 9-; 56 ment 13
althe Inpu DPr=0.1 DPr=09 DPr=038 DPr=1
Discovered + + + +
defects 51 503 53 13
Defects costs _
Gn 1000 USS$) 0.1 10.1 10.6 26 % = 46800 USSa)
Defectine 05% 0.01% 01% 0.1%
probabilities T
No. of defects 10 10 10
Defocts 500 Incammfl 25 Assembly 12 Br:llzlnl:_ 4 ‘Warranty
at the: input o

DPr=0.95 DPr=0% DPr=03 pEr=1
Discovered + + ‘ *
defects 485 13 18 4
Defects costs
@ 1000 USS) 1 23 6 8

}E = 14,900 USS

Deferred costs
(in 1000 US$) 2 20 - — - D

Figure 8.2 Comparizon between two test strategies  (figures for defects and costs have to be
considered as expected values, the arithmetic mean on the basis of 100,000 ICs at the input is used for
convenience onty): @) Emphasis on assembly test,. b) Emphasis on incoming inspection (DPr=
detection probability, i.e. probebility of findinig and eliminating a defective IC)
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are compared.

Both cases in Fig. 8.2 deal with the production of a stated quantity of equipment
or systems for which a total of 100,000 ICs of a given type are necessary. The ICs
are delivered with a defective probability p=0.5%. During the production,
additional defects occur as a result of incorrect handling, mounting, etc., with
probabilities of 0.01% at incoming inspection, 0.1% at assembly level, and 0.01% at
equipment level. The cost of eliminating a defective IC is assumed to be $2
(US$) at incoming inspection, $20 at assembly level, 3200 at equipment level,
and $2,000 during warranty. The two test strategies differ in the probability (DPr)
of discovering and eliminating a defect. This probability is for the four levels 0.1,
0.9, 0.8, 1.0 in the first strategy and 0.95, 0.9, 0.8, 1.0 in the second strategy. It is
assumed, in this example, that the additional costs to improve the detection
probability at incoming inspection ($0.20 per IC) are compensated by the savings
in the test at the assembly level (giving —$20,000). As Fig. 8.2 shows, total costs
of the second test strategy are (for this example) lower than those of the first one.

Number of defects and costs are in alf this kind of considerations expected
values (means of random variables). The use of arithmetic means in the example of
Fig. 8.2, on the basis of 100,000 ICs at the input, is for convenience only.

Models like that of Fig. 8.2 can be used to identify weak points in the production
process (e.g. with respect to the defective probabilities at the different production
steps) or to evaluate the effectiveness of additional measures introduced to decrease
quality costs.

8.4.2 Quality Cost Optimization at Incoming Inspection Level

In this section, optimization of quality costs in the context of a testing and screening

strategy is solved for the case of the choice whether a 100% incoming inspection or

an incoming inspection on a sampling basis is more cost effective. Two cases will
be distinguished, incoming inspection without screening (test only, see Figs. 8.3 and

8.4) and incoming inspection with screening (test and screening, see Figs. 8.5 and

8.6). The following notation is used:

A, = probability of acceptance at the sampling test (i.e. probability of having no
more than ¢ defective components in a sample of size n (function of pg,
given by Eq. (A6.121) with p = py and k=c, see also Fig. 7.2 or Fig. A8.7)

A, = same as Ay, but for screening (screening with test)

¢g = deferred cost per defective component

¢ = deferred cost per component with early failure

¢, = replacement cost.per component at the incoming inspection
¢; = testing cost per component (test only)

screening cost per component (screening with test )
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l Lot of size ¥ |

'

Sampie
of size n Testing cost: C; =nie, +pe,)
(test)

Testing cost:
C;' =(1-A WN-n}e, 4+p,c)

Testing of the remaining
(N — ) components

Asscmbly test,use | Deferred cost: C; = 4, p, (N-n)c,

Figore 8.3 Model for quality cost optimization (direct and deferred cost) at the incoming inspection
without screening of a lot of N components (all costs are expected values})

C, = expected value (mean) of the total costs (direct and deferred) for incoming
inspection without screening (test only) of a lot of N components

C, = expected value {mean) of the total costs (direct and deferred) for incoming
inspection with screening (screening with test) of a lot of N components

n = sample size

N = lotsize

pg = defective probability (defects are detected at the test)

pr= probability for an early failure (early failures are precipitated by the
screening)

Consider first the incoming inspection without screening (test only). The corre-
sponding model is shown in Fig. 8.3. From Fig. 8.3, the following cost equation
can be established for the expected value (mean) of the total costs C;

G =G+CG+C
=n(g+pycp )t (N-n)QA-AMe, +pge )+ (N—-nYA pacy
=N +page)+ (N—mApacg — (e + pgc)l. 8.1)
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Empirical values for
‘_ . -
Lot of size i Py Sty [

Sample of size n
(used also o verify p )

f

100% incoming
ingpection {test)

Experience from previous lots

| Assembly, test, use }‘—

Figure 8.4 Practical realization of the procedure described by the model of Fig, 8.3

Investigating Eq. (3.1) leads to the following cases:
1. For py =0, A =1 and thus

G, =nc,.
2. Fora 100% incoming inspection, n= N and thus
G =Nl +pace).

3. For
&
Cqg < Cp+—
Pd
it follows

C <N(g, +pyc.)

and thus a sampling test is more cost effective,
4. For

e
Cy >Cr+p—

(8.2}

(8.3)

&4

8.5
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| totofsien |

'

Sample of a size n
{screening with el. test)

Screening

Test

El test (without Screening of
screening) of the remaining
the remaining (N-n)

N-n) cornponents
components (with test)

e ]

Assembly, test, use |

Figure 8.5 Model for quality costs optimization (direct and deferred cost) at the incoming
inspection with screening of a lot of N components (all costs are expected values)

it follows
C >N, +pye,)

and thus a 100% incoming inspection is more cost effective.

The practical realization of the procedure according to the model of Fig. 8.3 is given
in Fig. 8.4. The sample of size n to be tested instead of the 100% incoming
inspection if the inequality (8.4) is fulfilled, is also used to verify the value of p,y,
which for the actual lot can differ from the assumed one. A table of AQL-values
(Table 7.1} can be used to determine values for » and ¢ of the sampling plan,
AQL = py in uncritical cases and AQL < p; if a reduction for the risk of deferred
costs is desired.

As a second case, let us consider the situation of an incoming inspection with
screening (Section 8.2). Figure 8.5 gives the corresponding model and leads to the
following cost equation
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Lot of size N Empirical values for
ot size “ Pas P € €p €4 6

G Hpr e pe;
ST -

Sample west of size n

fused also to verify
pyand pe}
g
Screening 1 g
=3
£
:
;
Test
Y
100% incoming
inspection

with screening
(screening with test}

Assembly, test, use |

Figure 8.6 Practical realization of the procedure described by the model of Fig. 3.5

Cs =nles +(pg +pade, 1+ (N -mAglpres + A pgcg +1- A{c + pycy)]
HN —m)(1- Ag)les +{ps + pg)cy]
=Nle;+{pr+pale ] v (N-mAlprcp + A pyog + (- Al + pycy)
—(cy +(py + palc,)l. (8.6)
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Materia
component
appropriate’}

Reject

100% incoming
inspection
{test andd scroening)

Empirical valucs External
for p P11 P 'y (Fig. 8.6) expetience

1

Procedure for qualified
components and materials

Figure 8.7 Selection procedure for nonqualified components and materials

The same considerations as with Eqs. (8.2) — (8.5) lead to the conclusion that if
Pyt A pgcg + (- A+ pgep)<cs+(py+paley 8.7

holds, then a sampling screening {with test) is more cost effective than a 100%
screening. The practical realization of the procedure according to the model of Fig.
8.5is given in Fig. 8.6. As in Fig. 8.4, the sample of size n to be screened instead of
the 100% screening if the inequality (8.7) is fulfilled, is also used to verify the
values of p I and pg4, which for the actual Iot can differ from the assumed ones.
The lower part on the left-hand side of Fig. 8.6 is identical to Fig. 8.4. The first
inequality in Fig. 8.6 follows from inequality (8.7) with the assumption pycy >>
Apgcg +(t— A (g, + pycy), valid for A, — 1. The second inequality in Fig. 8.6
refers to the cost for incoming inspection without screening (inequality (8.4)).
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8.4.3 Procedure to handle first deliveries

Components, materials, and externally manufactured subassemblies or assemblies
should be submitted at the first delivery to an appropriate selection procedure. Part
of this procedure can be performed in cooperation with the manufacturer to avoid
duplication of efforts. Figure 8.7 gives the basic structure of such a procedure, see
Sections 3.2 and 3.4 for qualification tests on components and assemblies.

8.5 Reliahility Growth

In prototype gualification, the reliability of complex equipment or systems often
proves o be less than expected. Discounting any imprecision of the applied model
or uncertainty in data used in computing the predicted reliability (Section 2.2), such
discrepancies are in general the consequence of weaknesses (errors or flaws) during
design or production (for instance, dimensioning or cooling problems, use of
components or materials with internal weaknesses, interface problems, transient
phenomena, interference between hardware and software, assembly or soldering
problems, damage during handling or testing, etc.). Superimposed cn the defecis
and systematic failures caused by the above errors ot flaws are the failures with
constant failure rate (wearout should not be present at this stage). The distinction
between deterministic (defect and systematic failures) and random events (early
failures and failures with constant failure rate) is only possible with a cause
analysis, and is important because of the different actions necessary to eliminate the
fault observed: change or redesign for defects and systematic failures, screening for
early failures, and repair for failures with constant failure rate (defects can also be
randomly distributed, €.g. those caused by a time-limited flaw in the production, but
still differing from failures because they are present before the item is switched-on
for test or operation).

"The aim of a reliability growth program is the cost-effective improvement of an
item’s reliability through successful correction of design or production weaknesses,
see Fig, B.8." As flaws found during reliability growth are often deterministic
(defects and systematic failores) and thus present in every item of a given lot,
reliability growth is often performed during pilot production, seldom for series-
produced items. Similarly to environmental stress screening (ESS), stresses
during reliability growth are in general higher than those expected in the field.
A large number of models have been proposed to describe reliability growth,
see e.g. {5.49, 5.51, 8.4]1 to 8.55, A2.5 (61014/61164)], some of them on a
purely mathematical basis. A realistic model, proposed (as deterministic model) by
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J.T. Duane [8.46] and refined (as a statistical model]) by L.H. Crow [8.45 (1973)],
known also as the AMSAA model, assumes that the flow of events (defects and
systematic failures) constitutes a nenhomogencus Peisson process with intensity

(Eq. (A7.44))

_dM@)
mir)y= dr

=afb-!, 0<P<l. (8.8)
m(¢) has the same analytical form as the failure rate A{?) in the case of a Weibull
distribution. However, the two quantities are fundamentally different. Assuming
that the underlying model is described by Eq. (8.8}, the parameters o and [} can be
estimated from data. If in the cumulative operating time 7, n events have occurred
at the times 2] <3 <... <1, then, noting that for a nonhomogenous Poisson process

Pr{k events in (a, b1} =m~;—¥_‘“_”fe—(Mtb)—M(an 89)

holds for any k=0, 1, ..., independently of the number and distribution of events
outside {a, b], the following [ikeiihood function (Eq. (A8.24)) can be found for the
estimation of the parameters ¢ and

L = m(e})e" MG me $e-ME-MED . m(r! )e~ME)-M_,) o~ MT)-M(E)

n n
=T meye-MD = gn pn e~ TS [ B2, (8.10)
i=1 i=1
Reliabitity
I Prediction /— Target
:/ ____ f ____________________
First
SATies unit
\_ Prototype
L Design Qualification Production o Life-Cycle

" Phages

Figure 8.8 Rcliability Growth (the difference between Prediction and Target is not relevant here)
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n
InL =nin(@p)- a7+ B-n Y In¢). {8.11)

i=l

The maximum likelihood estimates & and ﬁ of the parameter o and P are then
obtained from

dlnL dlnL
=0 and =0 (8.12)
92 Jo-g 9B {p-p
yielding
f=—2 and a=%. (8.13)

In

™=

...".‘**] ~3

i=1

As estimate for the infensity of the underlying nonhomogeneous Poisson process
follows as

) = ap (8.14)

With known values for & and ﬁ, Eq. (8.14) can be used to extrapolate the
attainable intensity if the reliability growth process would be continued after T (say
for a further time interval 7)) with the same statistical properties (Example 8.1).

Example 8.1

During the reliability growth program of some complex equipment, the following data was
gatheted: T=1200h, n=8§ and ¥,In(7/5¥) =20 Assuming that the underlying process can be
described by a Duane model, estimate the density m(f) for  =1200h and the value attainable
for ¢ =3000h.

Solution

With T=1200h, #=8 and 3 In(7T/:})=20, it follows from Eq. (8.13) that ﬁ=0.4 and
G~ 047, and from Eq. (8.14) the estimate for the intensity m{r) for £=1200h is then
m(1200) = 2.67-10~3 h~1, The attainable intensity after an extension of the program for
reliability growth by 1800h of operation is given (assuming that the statistical properties of the
underlying stochastic process remain unaltered) by Eq. (8.14) with & ~0.47, ﬁ=0.4 and
£=3000h has M(3000) =1.54.10~3hL,

For the mean value T(7) of the random time from an arbitrary time point ¢ to the
next defect or systematic failure on the time axis, the following holds (because of
the assumed nonhomogenecus Poisson process)
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T() = [ Pr{no event in (i, ¢ + x] }dx = e-MU+2-MO)dx = MO [ e~ Mdly,

0 0
(8.135)

giving e.g. T()=1/A for M(x} = M) + (x— A, or m{x)= A, forx >1.

The statistical methods used to investigate reliability growth models are in
general basically different from those used in Section 7.2.2 for the homogenous
Poisson process. This is because nonhomogenous Poisson processes are not
renewal processes, thus the vse in Egs. (8.10) to (8.13) of rf R t; to distinguish
them from ¢, ..., t, occurring as » independent observations of a random variable T,

The accnracy of the Duane model is often sufficiently good for electronic,
electromechanical, and mechanical equipment and systems. It can also be used to
describe the occurrence of software defects (dynamic defects), often appearing as
failures only because of the software complexity. However, other models have been
discussed in the literature especially for software (Section 5.3.4). Among these, the
Iogarithmic Poisson model, which assumes a nonhomogenous Poisson process with
intensity

or mit) = —, 0<ao,pdy <= (8.16)

mm:ﬁﬂu B+e

For the logarithmic Poisson model it holds that d m{¢)/dt < 0, with m(=) =0 and
m(0) <==. The last can be an advantage with respect to the Duane model, for
which m(0) = . Assuming M(0) =0, it follows

B+r

o+l
_ lll(l +']'“'8) or M(f) - ln(__ﬁ_} (8.17)

Y

M)

Promising for hardware and/or software are two models investigated recently [8.43],
which assome

t
M(r)=aln(l+%)-(l—e by, O<ab<eo (8.18)

and
t

M(r):arﬂ[l—(1+;r'~)e7], D<ay<o, O<pel, (8.19)

respectively, i.e. which combine in a multiplicative way two possible M(f). The
corresponding intensities are
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i
. 14 a I a -
= — = -2 9%
m(f)=——+[-In(l+) b+:]"" (8.20}
and
!
t R —
mO)=aBB -1+ =+ ) 71, (8.21)
Y By

respectively.  In both cases it holds that m(0) = 0, m({s) grows then to a maximum,
from which it goes to O with a shape similar to that of previous models. The models
described by Egs. (8.18) and (8.20) fit well with most of the data sets known in the
literature [8.43]. However, in general it is not possible to fix a priori the "best"
model to be used in a given sitnation. A physical explanation of the model used
could help in such a choice.

Al Terms and Definitions

This appendix provides definitions and comments on the terms most commonly
used in reliability engineering, see Fig. Al.l for a classification of these terms.
Table 5.4 extends this appendix to the terms used in software quality. Relevant
standards [A1.1 to Al.6] and recent trends have been considered.

System, Systems Engineering, Concurrent Engineering, Caost Effectiveness, Quality
— Capability
I Availability, Dependability
— Reliability
— Item
— Required Function, Mission Profile
I Reliability Block Diagram, Redundancy
— MTTF, MTBF
i~ Failure, Failure Rate, Derating
- FMEA, FMECA, FTA
Reliability Growth, Environmental Stress Screening, Bum-in
— Maintainability
Preventive Maintenance, MTTPM, MTBUR
Corrective Mainterance, MTTR
‘— Logistical Support
L Fault
| Defect, Nonconformity
— Systematic Failure
— Failure
— Safety
[ Totat Quality Management (TQM)
| Quality Assurance
Configuration Management, Design Review
Quality Test
Quality Control during Production
Quality Data Reporting System
[— Life Time, Useful Life
— Life-Cycle Cost, Value Engineering, Value Analysis
— Product Assurance, Product Liability

Figure Al.1 Terms commonly used in reliability engineering
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Availability / Point Availability ( PA(?))

Probability that an item will perform its required function under given
conditions at a stated instant of time.

According to the above definition, point availability is a characteristic of an item, generally
designated by PA(r). A gualitative definition is: Ability of an item to perform a required function
under given conditions at a stated instanr of time. The term item stands for an entity of arbitrary
complexity {from component to system). Computation of the point availability generally assumes
continucus operation {itern down only for repair), complete renewal (repaired clement in the
reliability block diagram as-good-as-new after repair, valid for the whole itern in the case of constant
failure rates), and ideal human factors and logistical support. The steady-state value of the point
availability is then given by PA = MTTF/{MTTF+ MTTR). PA is also equal to the steady-state
value of the average availability (often simply designated as availability). Other kinds of availability
(mission availability, work-mission availability, joint availability etc.) can be defined (point
availability was formerly also known as instantanecus or pointwise availability).

Burn-in (nonrepairable items)

Type of screening test while an item is in operation.

For electronic devices, stresses during burn-in are often constant higher ambient temperature (e.g.
125°C for ICs) and constant higher supply voltage, Bum-in can be considered as a part of a
screening procedure, performed on a 100% basis 10 provoke early failures and 1o stabilize the
characteristics of an item, Often it can be used as an accelerated reliability rest to investigate the
item’s failure rate. Stresses are then higher than would be expected in field operation, but not so high
as 1o stimulate failure mechanisms which would not occur in normal use.

Burn-in (repairable itemns)

Operation of an item in a prescribed environment with successive corrective
maintenance at every failure duning the early failure period.

For large equipment or systems, the term run-iz is often used instead of burn-in. The stress condi-
tions have to be chosen as near as possible to those expected in field operation. Flaws detected
during burn-in can be deterministic (defects or systematic failures) during the pilot production
(reliability growth), but should be attributable only 1o early failures (randomly distributed)} during the
series production.

Capability (Performance)

Ability of an item to meet a service demand of stated quantitative
characteristics under given conditions.

Performance (technical performance) is often used instead of capability.
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Concurrent Engineering

Systematic approach to reduce the time to develop and market an item,
a.0. by integrating production activities into the design and development phase.

Concurrent engineering is achieved through intensive zeamwaork between all engineers involved in
the design, production, and marketing of an itern. It supports TQM and guality assurance, and also
has a positive influence on the optimization of life-cycle cosr.

Configuration Management

Procedure to specify, describe, audit, and release the configuration of an item,
as well as to control it during modifications or changes.

Configuration includes all of an item’s furctionel and physical characteristics as given in the
documentation {to specify, build, test, accept, operate, maintain, and logistically support the item)
and as present in the hardware and/or software. Configuration management is subdivided
inte configuration identificaiion, auditing, control, and gecounsing. Configuration management
is a part of qualiry assurance and TQM, particularly important during the design and evaluation
phase.

Corrective Maintenance

Maintenance carried out after recognition of a fault, intended to put an item
back into a state in which it can again perforn its required function.

Corrective maintenance is also known as repair. It can include any or all of the following steps:
iocalization, isolation, disassembly, exchange, reassembly, alignment, and checkout. To simplify
computations it is generally assumed that the repaired element in the reliability block diagram is
as-goad-as-new after each repair (also including a possible environmental stress screening of the
spare parts). This assumption applies to the whole ifem {equipment or system) if all components of
the item (which have not been repaired/renewed) have constand failure rate.

Cost Effectiveness

Measure of the ability of an item to meet a service demand of stated
quantitative characteristics, with the best possible usefulness to life-cycle cost
ratio.

The term system effectiveness is often used instead of cost effectiveness.
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Defect

Nonfulillment of an intended usage requirement or reasonable expectation,
essentially present at ¢ = (}, when the item is put in operation.

From a technical point of view, a defect is similar to a ronconformity, however not necessarily from a
legal point of view, Defects do not need to influence the itern’s functionality. They are caused by
flaws {errors, mistakes) during design, development, production, or installation. The term defect
should be preferred to that of error, which is a cause. Unlike failures, which always appear in time
(generally randomly distributed), defects are present at r=0. However, some defects can only be
detected when the item is operating and are referred to as dynamic defects (in software). Similar to
defects, with regard to causes, are systematic failures, however, they are generally not present at =0,

Dependability

Collective term used to describe the availability performance and its influenc-
ing factors, such as reliability performance, maintainability performance, and
logistical support performance.

Dependability is used in a qualitative sense only.

Derating

Nonutilization of the full load capability of an item with the intent to reduce
the failure rate.

The siress factor § expresses the ratio of acmal to rated load under normal operating conditions
(generally at 25°C ambient temperature).
Design Review

A formal documented, comprehensive, and systematic examination of a design
to evaluate the capability of the design to meet all requirements, to identify
problems, and propose solutions.

Design reviews are an important tool of guality gssurance and TQM during the design and
development of hardware and software (Tables A3.2 and 5.3). The term design is used here in a
broad sense (design reviews cover all phases from the definition to the pilot production).
Environmental Stress Screening (ESS)

Test or set of tests intended to remove defective items, or those likely to
exhibit early failures.
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ESS is a screening procedure ofien performed at assembly (PCB) or equipment level on a 100% basis
to find defects and systematic failures during the pifot production (rekiability growth), or to provoke
early failures in a series production. It consists mainly of ternperature cycles and’or random
vibrations. Stresses are in general higher than those expected in field operation, Experience shows
that to be cost effective, ESS has to be taifored to the item and production processes considered.
At component level, the erm screening is used instead of ESS.

Failure
Termination of the ability of an item to perform a required function.

Failures should be considered (classified) with respect to the mode, cause, effect, and mechanism,
The cause of a failure can be intrinsic (early faituce, failure with constant failure rate, and wearout
failure) or extrinsic (systematic failure, i. e, failure resulting from errors or mistakes in design,
production, or operation which are deterministic and has to be considered as a defect). The effect
(consequence) of a failure is penerally different if considered on the directly affected item or on a
higher level. A failure is an everr appearing in time (randomly distributed), in contrast 10 a foult
which can be a state.

Failure Rate (A(1))

Limit for 8t — 0 of the probability that an item will fail in the time interval
(¢, 1+ 6], given that the item was new at ¢ =0 and did not fail in the interval
(0, £, divided by &,

The failure rate is generally designated by A{r}. If T is the item failure-free operating time, then

A = lim iﬁ{i<t£t+&'1>t}=iﬂ—=—‘d~m.
srlo &t 1-Fi) R(#)

]
The existence of f(¢) is tacitdy assumed. For R{0) =1, it foltows that R(r) = e_ful(x)‘h‘ Ihus, for
Ay =2, it holds that R{£)=e~M . Only in this case ane can estimate the failuce rate 3 by A=k/T,
where T is the given, fixed cumulative operating time (cumulated over an arbitrary nuraber of
statistically identical items) and & the total number of failures during 7. In general, the failure rate of
a large population of staristically identical (independent) items exhibits the typical form of a bathiub

~. curve in which the phases of early failures, failures with nearly constant failure rate A, and wearout
JSailures can be distinguished. The term random failures for the peried with constant failure rate

ghould be avoided, as only systematic failures have a deterministic character; also the terms hazard
rate and instantaneous failure rate should be omitted, to aveid confusion,

Famlt

State of an item, characterized by the inability to perform a required function,
excluding inabilities due to preventive maintenance, other planned actions, or
lack of external resources.
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A fault can be a defect or a failure, having thus as possible cause an error (for defects or systematic
failures} or a failure mechanism (for failures).

Fault Modes and Effects Analysis (FMEA)

Qualitative method of reliability analysis which involves for each element of
an item the investigation of all possible fault modes, and of the corresponding
effects on other elements as well as on the required function of the item.

See FMECA.

Fault Modes, Effects, and Criticality Analysis (FMECA)

Qualitative/quantitative method of reliability analysis which includes the
analysis of fault modes and effects (FMEA) while considering for each fault
mode the probability of occurrence and the ranking of its severity.

Goal of an FMEA/FMECA, is to determine all potential hazards and to analyze the possibilities of
reducing their effect, or their probability of occurrence. All possible failure (and defect) modes and
causes have to be considered borom-up from the lowest to the highest integration level of the item
considered, FMECA was formetly used for failure modes, effects, and criricality analysis. Often
one distinguishes between a design and a production FMEA or FMECA.

Fault Tree Analysis (FTA)

Analysis to determine which fault modes of the elements of an item and/or
which external events may result in a stated fault mode of the item, presented
in the form of a fault tree.

FTA is a rop-down approach, which allows the inclusion of external causes more easily than an
FMEA/ FMECA. A graphical description of cavse-to-effect relationships, which combines and can
in some cases extend FMEA/FMECA and FTA procedures, is the canse-and-effect diagram, also
kmown as & fishbone or Ishikawa diagram.

Item

Any component, device, assembly, equipment, subsystem, or system that can
be considered individually.

An ftem is a functionat or structural unit, which is considered as an enzity for investigations. It may
consist of hardware and/or software and also include human resources (to emphasize this fact, the
terin system has been defined separately).
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Life Cycle Cost (LCC)

Sum of the costs for acquisition, operation, maintenance, and disposal or
recycling of an item.

Life-cycle cost optimization is undertaken within the framework of cost effectiveness or systems
engineering and can be positively influenced by concurrent engineering. Intermnational regulations
will take more and more into account the effects to the environment of the produetion, use, and
ecologically acceptable disposal or recycling of an item, when considering life-cycle costs.

Life Time

Time span between initial operation and failure of a nonrepairable item.

Logistical Support

All activities undertaken to provide effective and economical use of an item
during its operating phase.

Logistical support is no longer reserved to the defense field. An emerging aspect related to
maintenance and logistical support is that of ebsolescence managemeny, i.e. how to assure operation
over for instance 20 years when technology is rapidly evolving and components need for maintenance
are no longer manufactured (say 5 years after the time the equipment has been put into operation).

Maintalnability

Probability that preventive maintenance or repair of an item will be performed
within a stated time interval for given procedures and resources.

According to the above definition, maintainability is a characteristic of an item. A guolitative defin-
ition is: Ability of an item to be retained in, or restored to a specified state in a given time interval
under stared procedures and resources. Maintainability is subdivided into serviceabifity (preventive

- maintenance} and reperability (corrective maintenance or repair). In specifying or evaluating main-

tainability, it is important to consider the logistical support, i.e. procedures, personnel (number, skilt
level}, and other resources (spare parts, test facilities), available for maintenance.

Mission Profile

Specific task which must be fulfilled by an item during a stated time under
given conditions.
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The mission profile defines the required finction and the environmental conditions as a function of
time. A representative mission profile and the comesponding reliability targets have to be defined in
the item specifications.

MTBF
MTBF =1/A.

MTBF stands for mean operating time between failures (formerly, mean time between failures).
MTBF should be reserved for items with constonr failure rate A. In this case R{s)= e, and
MTBF = 1/ A is the expected value {mean) of the item’s failure-free operating time (see MTTF).
The definition given here agrees with the statistical methods often used to estimate or demonstrate
an MTBF; in patticular MIBF = Tk, where T is the given, fired cumutative operating time
(cumulated over an arbitrary number of statistically identical fterns) and & the total number of
failures during T. The use of MTBF as the mean time between consecwtive failures of a repairable
item (i.e, the sum of a failure-free operating time and a repair time) should be avoided.

MTTF

Expected value {mean) of an item’s failure-free operating time.
MTTF stands for mean time to failure. MTTF is obtained from the reliability function R(t) as
MTI"F.=I”R(I)dt, with Ty as the upper limit of the integral, if the life time is limited w0 T}
(R{$)=0 for 12Ty ). MTIF applies both to nonrepairable and 10 repairable items if one assumes
that after a repair the item is as-good-as-new, if this is not the case, a new MTTF can be considered

(MTTF in Tabie 6.2). An unbiased (empirical) estimate for MTTFis MITF = (t) + ... +1,)/n,
where #, ..., #, are observed failure-free operating times of statistically identical items.

MTTPM
Expected value (mean) of an item’s preventive maintenance time,

MTTPM stands for mean time 1o preventive maintenance, see MTTR for further remarks.

MTBUR
Expected value (mean) of the time between unscheduled removals.

MTBUR stands for mean time between unscheduled removals. Tt is used for instance in avionic,
where an estimate of MTBUR is obtained by dividing the total number of flight hours logged by all
units of a given sirplane, over a certain period of time, by the number of unscheduled removals
during the same period of time. '
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MTTR
Expected value (mean) of an item’s repair time.

MTTR stands for mean ri:w 1o repair. MTTR is obtained from the distribution function G(1) of the
repair time as MTTR = _[0 (1-G{thdr. In specifying or evaluating MTTR, it is necessary to consider
the logistical support, i.e. procedures, personnet (number, skill level), and other resources (spare
parts, test facilitiesy available for repair. Repair times are often lognormally distributed, However,
for reliability or availability computations of repairable equipment and systems, a consiant repair
rate |l (i.e. exponentially distributed repair times with p =1/ MTTE) can generally be used (for
MTTR << MTTF) to get approximate results. An unbiased {empirical) estimate of MTTR is
MTIR = (1 + ... +1,)/n, wherey, ..., ¢, are observed repair times of statistically identical items.

Nonconformity
Nonfulfillment of a specified requirement.

From a technical point of view, the term nonconformity is close 1o that of defect, however not
necessarily from a legat point of view. Nonconformity was formerly defined as deviation of an
item’s characteristic from the specified value.

Preventive Maintenance

Maintenance carried out at predetermined intervals and according to
prescribed procedures to reduce the probability of failure or the degradation of
the functionality of an item.

The aim of preventive maintenance must also be to detect and remove hidden failures, i.e, failures in
redundant elements. To simplify computations it is generally assumed that the item (element in the
reliability block diagram for which a preventive maintenance has been performed) is as-good-as-new
after each preventive maintenance. This assumption applies to the whole item (equipment or system)
if all components of the item (which have not been renewed) have constant failure rate.

" Product Assurance

All planned and systematic activities necessary to reach specified targets for
the reliability, maintainability, availability, and safety of an item, as well as to
provide adequate confidence that the item will meet given requirements for
quality.

The concept of product assurance is currently used in asrospace programs. It includes besides quality
assurance, also refiability, maintainability, availability, safety, and logistical support engineering.
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Product Liability

Onus on a manufacturer or others to compensate for losses related te injury to
persons, material damage, or other unacceptable consequences caused by a
product.

The manufacturer (producer) usually specifies a safe aperational mode for the product (item).
Basically, strict liability is applied. In the casc of a claim, the manufacturer has then to demonsurate
that the product was free from defects when it left the production plant. This holds in particular in
the USA, but partially also in Europe [1.13, 1.19], However, in Europe the causality between
damage and defect or failure has still to be demonstrated by the user and the limitation period is short
(generally 3 years after the identification of the damage, defect, and manufacturer or 10 years after
the appearance of the product on the market). Liability is today mainly limited to hardware. Prodnct
liability forces producers to place greater emphasis on quality assurance.

Quality

Totality of features and characteristics of an item (product or service) that bear
on its ability to satisfy stated or implied needs.

‘This definition is general, accounting for all objective and subjective attributes or characteristics of a
product or service. Quality was in the ninteen-sixties defined as fitness for use and then as the degree
to which an item conforms to applicable specifications, a definition often used for software quality.

Quality Assurance (Hardware and Software)

All planned and systematic activities necessary to provide adequate confidence
that an item (product or service) will satisfy given requirements for quality.

Quality assurance is used in this book in the sense also of guality management as per TQM.
1t includes configuration management, quality tests, quality control during production, and
quality data reporting systems, (Fig. 1.3). For complex equipment and systems, quality assurance
activities are coordinated by & quality assurance program {Appendix A3). An important target of
quality assurance is to achieve the quality requirements with a minimum of cost and time.
Concurrent engineering activities also strive to short the time to develop and market a product.
A coordinated extension of the quality assurance aclivities to everyone invotved in the conception,
development, production, distribution, and use of a product or service leads 1o the concept of total
quality management (TQM).

Quatity Control During Production

Control of the production processes and procedures to reach a stated quality of
manufacturing.

Quality control during production is a part of quality assurance and TQM.
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Quality Data Reporting System

System to collect, analyze, and correct all defects and failures occurring during
production and testing of an item, as well as to evaluate and feedback the
comresponding quality and reliability data.

A quality data reporting system is generally computer aided. Analysis of defects and failures must be
traced to the cause in order to determine the best corrective action necessary to avoid repetition of
the same problem. The quality data reporting systen: should also remain active during the aperating
phase. 1tis a pant of quality assurance and TQM. A quaiity data reporting system is important to
monitor religbility growsh during the production of hardware and can 2lso be used for software,

Quality Test
Test to verify whether an item conforms to specified requirements.

Quality tests include incoming inspections, qualification tests, production tests, and acceptance tests.
They alse cover the reliability, mainiainability, and safery aspects. To be cost effective, quality tests
must be coordinated and integrated in a test {and screening) strategy. Quality tests are a part of
quality assurance and TQM.

Redundancy

Existence of more than one means for performing a required function in an
item.

For hardware, distinction is made between active (hot, parallel), warm (lightly loaded), and standby
(cold) redundancy. Redundancy does not necessarily imply a duplication of hardware, it can also be
implemented for example by coding or by software. To avoid common mode failures, redundant
elements should be realized (designed and produced) independentiy from each other. Should the
redundant elements fulfill only a part of the required function, a pseudo redundancy is present.

Reliability (R, R(1))

Probability that an item will perform its required function under given
conditions for a stated time interval.

According to the above definition, reliability is a characteristic of an item, generally designated by R.
A qualitative definition is: Ability of an item to remain functional under given conditions for a
siated time interval, Relisbility specifies the probability that no operational interruption will ocour
during 3 stated mission, say of duration T, This does not mean that redundant parts may not fail, such
parts can fail and be repaired. The concept of reliability applies thus to nonrepairable as well as to
repairable items. Should T be considered as a vaxiable #, the reliability function is given by R{t).
If T is the failure-free operating time, with distribution function F(f), then R(1)=Prft > r}=1 = F(r).
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Reliability Block Diagram

Block diagram showing how failures of elements, represented by the blocks,
result in the failure of an item.

The reliability block diagram is an event diagram. Tt answers the following question: Whick
elements af an item are necessary o fulfill the required function and which ones can fail without
affecting it? The elements which must operate are connected in series (the ordering of these
elements is not relevant for reliability computations) and the elements which can fail (redundant
elements) are connected in parallel. Elements which are not relevant (used) for the required
function are removed from the reliability block diagram (znd put into a reference list), after
having verified {(FMEA) that their failure does not affect elements involved in the required function.
In a reliability block diagram, redundant elements still appear in parallel, irespective of the faifure
mode. However, only one failure mode (e.g. short or open) and twe states (good or failed) can be
consideted for each element.

Reliability Growth

A condition characterized by a progressive improvement of the reliability of
an item with time, through successful correction of design or production
weaknesses.

Flaws {errors, mistakes) detected during a reliability growth program are in general deferministic
(defects or systematic failures) and thus present in every item of a given lot. Reliability growth is
often performed during the pilot production, seldom for series-produced items. Similarly to
environmental stress screening, stresses during reliability growth often exceed those expected in field
operation. Models for reliability growth can also often be used to investigate the occurrence of
defects in software. Although software defects often appear in time (dynamic defects), the term
software relfabiliry should be avoided.

Required Function

Function or combination of functions of an item which is considered necessary
to provide a given service.

The definition of the required function is the starting point for any reliability analysis, as it defines

failures. However, difficulties can appear with complex items. For practical purposes, parameters
should be specified with tolerances.

Safety

Ability of an item to cause neither injury to persons, nor significant material
damage or other unacceptable consequences.

PR
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Safety is subdivided inte accident prevention (the item is safe working while it is operating comectly)
and technical safety (the item has to remain safe even if a failure occurs). Techrical safety can be
defined as the probability that an item will not cause infury to persons, significant material damage
or ather unacceptable consequences above a given level for a stated time interval, when operating
under given conditions. Methods and procedures used to investigate technical safety are similar 10
those used for reliability analyses, however with emphasis on fauli/failure effects.

System

Combination of components, assemblies, and subsystems, as well as skills and
techniques, capable of performing andfor supporting autonomously an
operational role.

A system generally includes hardware, software, services, and personnel (for operation and support)
to the degree that it can be considered self-sufficient in its intended operational environment. For
calculations, ideal conditions for kuman factors and logistical support are often assumed, leading to a
technical system (the term system is often used instead of rechnical system, for simplicity).

Systematic Failure

Failure whose cause is a flaw {error, mistake) in the design, production, or use
of an item.

Systematic failures are alse known as dyramic defects, for instance in software quality assurance, and
have a deterministic character. However, because of the item complexity they can appear as if they
were randomly distributed in time.

Systems Engineering

Application of the mathematical and physical sciences to develop systems that
utilize ressources economically for the benefit of society.

- TOM and qualiry assurance help to optimize syslems engineering.

Total Quality Management (TQM)

Management approach of an organization centered on quality, based on the
participation of all its members, and aiming at long-term success through
customer satisfaction and benefits to all members of the organization and to
society.

With TQM, everyone involved in a product (directly during development, production, installation,
servicing, or indirectly with management or siaff activity) is responsible for the quality of that product.
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Useful Life

Total operating time of an item, ending for a nonrepairable item when the fail-
ure probability becomes too high or the item's functionality is obsolete, and for
a repatrable item when the intensity of failures becomes unacceptable or when
a fault occurs and the item is considered to be no longer repairable.

Typical values for useful iife are 3 to 6 years for commercial applications, 5 to 15 years for military
installations, and 10 to 30 years for distribution or power systems.

Value Analysis
Optimization of the configuration of an item as well as of the production proc-
esses and procedures to provide the required item characteristics at the lowest
possible cost without loss of capability, reliability, maintainability, or safety.

Value Engineering

Application of value analysis methods during the design phase to optimize the
life-cycle cost of an item.

A2 Quality and Reliability Standards

Besides quantitative reliability reguirements (figuves), such as MTBF, MTTR, or
availability, as given in system specifications, customers often require a quality
assurance/management system, and for complex items also the realization of a
quality and reliability assurance program. Such general requirements are covered
by standards, the most important of which are discussed in this appendix. A basic
procedure for setting up and realizing quality and reliability requirements as well as
the structure and content of a quality and reliability assurance program for complex
equipment and systems are considered in Appendix A3,

A2.1 Introduction

Customer requirements for quality and reliability can be guantitative or qualitative.
As with performance parameters, guantitative reliability requirements are given in
system specifications or contracts. They fix targets for reliability, maintainability,
and availability, along with associated information concerning the required function,
operating conditions, logistical support, and criteria for acceptance tests (Appendix
A3). Qualitative requirements are in standards and generally deal with a quality and
reliability assurance/management system. Depending upon the field of application
(aerospace, defense, nuclear, industrial), these requirements may be more or less

- stringent. The main objectives of such standards are;

1. Standardization of configuration, operating conditions, test procedures, selection
and qualification of components/materials and production processes, logistical
support, etc.

2. Harmonization of quality and reliability assurance/management systems.

3. Agreement on terms and definitions.

Important standards for quality and reliability assurance/management of equiprnent
and systems are given in Table A2.1, see [A2.1 to A2.11] as well as [A2.21] to
A2.26] for a comprehensive list. Some of the standards in Table A2.1 are discussed
in the following sections.
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A2.2 Requirements in the Industrial Field

The SO 9000 family of standards [A2.8] is well established, with world wide a great
number of certified manufacturers of components, equipment, and systems. In its
present form it requires from a producer a quality assurance/management system
able to cover the development, production, installation, and servicing (ISQ 9001),
the production and installation (ISO 9002), or the final inspection and test (IS0 9003}
of a product. SO 9001-2000 has been announced which will combine ISO 9001 to
9003. IS0 9001-2000 will differ basically in structure from ISO 9001 and focus on
four main chapters (Management Responsibility, Resource Management, Product
and/or Service Realization, and Measurement). A guality assurance/management
system must ensure that everyone involved with a product (whether in its concep-
tion, development, production, installation, or servicing) shares responsibility for the
quality of that product, in accordance with Total Quality Management (TQM) aims.
At the same time, the system must be cost effective and contribute to a reduction in
the time to market, Such a system must cover all aspects of a quality assurance/
management system, including organization, planning, configuration management,
quality tests, quality contrel, and corrective actions. The customer expects that only
items with agreed quality and reliability will be delivered. The ISO 9000 family
deals with a broad class of products and services (technical and non-technical), its
content is thus lacking in details, compared with application specific standards used
for instance in acrospace, the nuclear industry, and defense (Appendix A2.3). It has
been accepted as a national standard in many countries. A mutual international
recognition of the corresponding certification has been partly achieved today.

Dependability aspects, including reliability, maintainability, and logistical
suppert -of systems are considered in IEC standards, in particular 1EC 60300,
60605, and 60706 for global requirements and IEC 60812, 60863, 61025, 61078,
and 61709 for specific procedures [A2.5]. IEC 60300 deals with dependability
programs (management, task descriptions, and application guides). Reliability
tests for a constant failure rate h (or MTBF =1/).) are considered in IEC 60605.
Maintainability aspects are considered in IEC 60706.

For electronic equipment and systems, IEEE Sid 1332-1998 [A2.6] has been
issued as a guide to a reliability program for the development and production
phases. This document gives in a short form the basic requirements, putting a clear
accent on an active cooperation between supplier (as manufacturer) and customer.

Software aspecis are covered by IEEE Software Engineering Standards [A2.7].
Requirements for product lability are given in national and international directives,
for instance in the EU Directive 85/374 [1.19].

{1966 USA  MIL-STD470  Maintainability Program for Systems and Equip, (ed. A, 1983)
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Table A2.1 Important standards for quality and reliability assucance/manag. of equipment or systems

Industrial
1994 Int IS0 9000 Quality management and quality assurance standards —
Guidelines for selection and use (-1 to 4)
IS0 9001 Quality systems — Model for quality assurance in design, deve-
lopment, production, installation and servicing
ISO 5002 Quality systems — Model for quality assurance in production,
installation and servicing
150 9003 Quality systems — Model for quality ass. in final inspection & test
150 9004 Quality management and quality system elements—Guidelines 1-4
199197 Int. TEC 60300 Dependability management (-1: Program management,
-2: Program element tasks, -3: Application guides)
198297 Int. IEC 60605 Equipment reliability testing (-1: Gen. req., -2: Test cycles,
-3: Test conditions, -4: Point and interval estimates,
-6: Test for constant failure rate)
1982-94 Int. TEC 60706 Guide on maintainability of equipment (-1: Maint. program,

-2: Analysis, -3: Data evaluation, -4: Support planning,
-5: Diagnostic, -6: Statistical methods)

1969-98 Int. IEC 60063, 60319, 60410, 60721, 60749, 60812, 60863, 61000,
61014, 61025, 61070, 61078, 61123, 61124, 61160, 61163,
61164, 61165, 61649, 61650, 61709

1998 Int. [EEE 5td1332 [EEE Standard Reliability Program for the Development and
: Production of Electronic Systems and Equipment

1985 BU 85374 Product Liability

Software Quality

1987- USA  TEEE/ANSIStd. IEEE Software Eng. Standards Vol. 1 1a 4, 1999 (in particular
1998 610,12, 730, 828, 829, 830, 982.1/.2, 1008, 1012, 1028, 1042,

1045, 1058, 1059, 1061, 1062, 1063, 1074, 1219, 1465);

see also ISO/TEC 12207 (Software Life Cycle Processes) 1995
Defense

1959 USA  MIL-Q-9858 Quality Program Requirements (ed. A, 1963)
1965 USA  MIL-STD-785  Rel. Program for Systems and Eq. Devel. and Prod. (ed. B, 1980)
1965 USA MIL-STD-781 Rel, Testing for Eng. Devel., Qualif. and Prod. (ed. D, 1986)

1968 NATO AQAP-1 NATO Req. for an Industrial Quality Control System (ed.3, 1984}
Aeraspace
1874 USA  NHB-53004 . Safety, Reliability, Maintainability, and Quality Provisions for
{NASA) the Space Shuttle Program (1D-1)
1996 ECSS European Corporation for Space Standardization
(ESA)  ECSS-E Engineering (00, -10)
ECSS-M Project Management (-00, -10, -20, -30, -40, -50, -60,-70)
ECSS-Q Product Assurance (-00, -20, -30, -40, -60, -70, -80)

1998 Europe pr EN 9000-1 Acrospace Industry Quality System (Part 1: Req. for Suppliers)
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A2.3 Requirements in the Aerospace, Defense,
and Nuclear Fields

Requirements in the space field often combine the aspects of quality, reliability,
maintainability, safety, and software quality in a Product Assurance document,
well conceived in its structure and content [A2.4, A2.10]. In the avionic field,
a standard, prEN 9000-1:1998 [A2.3], has been issued by reinforcing locally the
requirements of ISO 9001 and ISO 9002. It can be expected that the space and
avionic fields will unify standards in an Aerospace Series [A2.3].

The MIL-Standards are applicable in the defense field. Despite their national
character (USA), they have also been often used during the last 30 years in
international projects, in particular MIL-Q-9858 and MIL-STD-470, -471, -781 & -785
for equipment and systems [A2.9]. MIL-Q-9858 (first ed. 1959) was the basis for
almost all quality assurance standards. However, as it does not cover specific
aspects of reliability, maintainability, and safety, MIL-STD-785, -470, and -882 were
issued (1965-1970). MIL-STD-785 (ed.B,1980) requires the realization of a reliabiliry
program. Such a program must be tailored according to the complexity of the
equipment or system considered, tasks are described in detail with regard to
planning, analysis, selection/qualification of componenis and materials, design
reviews, EMEA/FMECA, prototype qualification tests, collection and analysis of
failures, corrective actions, reliability growth, and acceptance tests. MTBF (=1/3)
acceptance test procedures are given by MIL-STD-781 and MIL-HDBK-781. MIL-
STD-470 requires the realization of a mainrainability program, with particular
emphasis on design rules, design reviews, FMEA/FMECA, and acceptance tests
(the program is to be developed in accerdance with a maintenance concept
which also includes logistical support). Maintainability demonstration is covered
by MIL-STD-471 (new ed. of MIL-HDBK-470 and -471 is announced), MIL-STD-882
requires the realization of a safery program, in particular the aralysis of all potential
hazards, a review of the configuration with respect to safety, and safety tests. For
NATO countries, AQAP Requirements were issued starting 1968. These requirements
deal essentially with quality assurance (AQAP-1 corresponds to MIL-Q-9858,
differing only in structure). The above MIL-STDs apply to the development,
production, and operation of equipment or systems and can be useful in developing
standands/procedures for industrial applications.

The nuclear field has its own specific and well established standards, with
emphasis on safety, design reviews, configuration accounting, components/materials
and production processes qualification, quality control, and safety tests.

A3 Definition and Realization of Quality
and Reliability Requirements

In defining guality and reliability requirements, market needs, life cycle cost
aspects, time to market, as well as development and production risks (for instance
when using new technologies) have to be considered with care. For complex
equipment and systems the realization of quality and reliability requirements is best
achieved with a quality and reliability assurance program. Such a program defines
the project-specific activities for quality and reliability assurance and assigns
responsibilities for their realization in agreement with TOM aims. To be effective, a
quality and reliability assurance program must be integrated in the project activities.
This appendix deals with important aspects in defining quality and reliability
requirements, and considers the structure and the content of a quality and reliability
assurance program for complex equipment and systems with high quality and
reliability requiremenis. For less stringent requirements, tailoring is necessary to
meet real needs and to be cost effective.

A3.1 Definition of Quality and Reliability
 Requirements

In defining quantirative, project specific guality and reliability requirements
attention has to be paid to the possibilities for their concrete realization during
design and production as well as for their demonstration at an acceptance test.
These requirements are derived from customer or market needs, taking into account
technical, cost, and ecological limitations (sustainable development). This section
deals with some important aspects for setting MTBF, MTTR, and steady-state
availability PA = MTBF/{MTBF + MTTR) requirements.

Tentative targets for MTBF, MTTR and PA are set by considering
« operational requirements relating to reliability, maintainability, and availability,
+ allowed logistical support, '
= required function and expected environmental conditions,
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s gxperience with similar equipment or systerns,

+ possibility for redundancy at higher integration level,

+ requirements for life-cycle cost, power consumption, etc.,
+ ecological consequences {sustainability).

Typical figures for the failure rates ). =1/ MTBF of complex electronic assemblies
or equipment are between 300 and 5,000-10-h-1 at ambient temperature 8, of
40°C and with a duty cycle d of 0.3, see Table A3.1 for some examples. The duty
cycle (0 < d <1} gives the mean of the ratio between operational time and calendar
time for the item considered. Assuming a constant failure rate A and no reliability
degradation cansed by power on/off, an equivalent failure rate

Ag=dA (A3.1)

can be used for practical purposes. Often it-can be useful to operate with the mean
expected number of failures per year and 100 items

m=2Ag-8,600 h-100%~A,-105h. (A3.2)

m <1% is a good target for complex equipment and can influence aquisition cost.
Fentative targets are refined successively by performing rough analysis and

comparative studies (definition of goals down to assembly level can be necessary at
this time). For acceprance testing (demonstration} of an MTEF, the following data
are important; :

1. Quantitative requirements: MTBFy = specified MTBF and/or MTBH = min-

imum acceptable MTBF (Sections 7.2.2.2 and 7.2.2.3).
2. Required function (mission profile).
3. Environmental conditions (thermal, mechanical, climatic).

Table A3.1 Indicative values of failure rates A and mean expected number m of failures per year
and 100 items for a duty cycle d =30% and d =100% (8, =40°C)

d = 30% d = 100%
A0Oh1] | m[%] | AQ0Oh1] | m(%]
Telephone switchboard 2,000 2 6,000 6
Telephone receiver (multi-function) 0 0.2 600 0.6
Photocopier incl. mechanicsl parts 200,000 200 600,000 600
Persoaal computer : 3,000 3 9,000 9
Radar equipment (ground, mobile) 300,000 | 300 900,000 | 900
Control card for astom. process control 1,000 t 3,000 3
Mainframe computer system ' = - 100, 000 100
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4, Allowed producer's and/or consumer's risks (o and/ar ).
5. Acceptance conditions: cumulative operating time T and number ¢ of allowed
failures during T (Sections 7.2.2.2 and 7.2.2.3).

6. Number of systems under test {(T/MTBE; as a rule of thumb).

7. Parameters which should be tested and frequency of measurement.

B. Failures which should be ignored for the MTBF acceptance test.

9. Maintenance and screening before the acceptance test.
10. Maintenance procedures during the acceptance test.
11. Form and content of test protocols and reports.
12. Actions in the case of a negative test result.

For acceptance testing {demonstration) of an MTTR, the following data are important
(Section 7.3.2):

1. Quantitative requirements (M77TR, variance, quantile).

Test conditions {(environment, personnel, tools, external support, spare parts).
Number and extent of repairs to be undertaken (simulated failures).

Allocation of the repair time (diagnostic, repair, functional test, logistical
time).

5. Acceptance conditions (Section 7.3.2).

6. Form and content of test protocols and reports.

7. Actions in the case of a negative test result.

il o

Availability usually follows indirectly from the relationship PA = MTBF/
(MTBF + MTTR). However, for an acceptance test, precedures for an unknown
probability p =1- PA can also be used (Sections 7.1.2,7.1.3, and 7.2.1).

A3.2 Realization of Quality and
Reliabilty Requirements

For complex items, in particular at the equipment and system level, quelity and
reliahility targets can best be achieved by setting up and realizing a qualiry and
reliability assurance program. In such a program, project specific tasks and
activities are clearly described and assigned. Table A3.2 can be used as a checklist
to define the content of a quality and reliability assurance program for complex
equipment and systems. It is a refinement of Table 1.2 and shows a possible fask
assignment in a company organized as in Fig. 1.7, conforming to TQM. Depending
on the item technology and complexity, Table A3.2 is to be shortened or extended.
The task assignments, R for primary responsibility, C for secondary responsibility
(cooperates actively), and I for information, can be modified to reflect the
company's personnel situation.
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Table A3.2 Tasks for quality and reliability assurance of complex equipment and sysiems with high
quality and reliability requirements, as well as possible task assignment conforming to TQM (Fig. 1.7}

Example of task assignment for the quality and reliability
assurance of complex equipment and systems with high guality
and reliability requirements, conforming to TQM (checklist for
the preparation of a quality and reliability assurance program}

R stands for responsibility, C for cooperation, and I for information

Production

Marketing
Development
Q&R Assurance

1 Customer and market requiremenis
1 Evaluation of delivered equipment and systems
2 Determination of market and customer demands and real
needs
3 Customer support

-]
o}

o|=
3|3

2 Preliminary analyses
1 Definition of tentative quantitative targets for reliability,
maintainability, availability, safety, and quality level c
2 Rough analyses and identification of potential problems 1
3 Comparative investigations

nan
(x|

3 Quality and reliability aspects in specifications, quotations,
contracts, etc.
1 Definition of the required function
2 Determination of external envirgnmental stresses
3 Definition of realistic quantitative targets for reliability,
maintainability, availability, safety, and quality level
4 Specification of test and acceptance criteria
5 Identification of the possibility to obtain field data
6 Cost estimate for quality and reliability assurance activities

al=inla ol
al |aln ==
n
wmeamle  |nla

4 Qual:!y and reliability assurance program
1 Preparation
2 Realization

— design and evalvation 1 R I

— production I

3 Reliability and maintainability analyses

1 Specification of the required function for each element

2 Determination of environmental, functional, and time-
dependent stresses (detailed operating conditions)

3 Assessment of derating factors

4 Reliability and maintainability allocation

‘5 Preparation of reliability block diagrams
— assembly level
— system level ]

6 Ideniification and analysis of reliability weaknesses
(FPMEA/FMECA, FTA, worst-case, drift, stress-strength-
analyses)

— assembly level
— system level

©
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7 Carmrying out comparative studies
- assembly level
— system level
8 Reliability improvement through redundancy
- assembly level
— system level
9 Identification of components with limited life time
10 Elaboration of the mainienance concepl
11 Elaboration of a est and screening strategy
12 Analysis of maintainability
13 Elaboration of mathematicat madels
14 Computation of the predicted reliability and maintainability
— assembly level
— system level
15 Reliability and availability computation at system level

6.  Safety and hwman factor analyses
L Analysis of safety (avoidance of liability problems)
— accident prevention
— technical safety
+ identification and analysis of critica! failures and of risk
situations (FMEA/FMECA, FTA, etc.)
- assembly level
- system level
+ theoretical investigations
2 Analysis of human factors (man-machine interface)

7. Selection and qualification of components and materials

1 Updating of the list of preferred components and materials

2 Selection of non-preferred components and materials

3 Qualification of non-preferred components and materials
— planning
— realization
— analysis of test results

4 Screening of compenents and wmaterials

8. Supplier selection and qualification

1 Supplier selection
- purchased components and materials
- external production

2 Supplier qualification {quality and reliability)
- purchased components and materials
- external production

3 Incoming inspections
- planning
- realization
~ analysis of test resulis
— decision on corective actions

« purchased components and materials

« extemnal production
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Table A3.2 (cont.)

9. Project-dependent procedures and work instructions

1 Reliability guidelines

2 Maintainability guidelines

3 Safety guidelines

4 Other procedures, rules, and work instructions
« for development
« for production

5 Compliance monitoring

10, Configuration monagement

1 Planning and monitoring
2 Realization
- configuration identification
* during design
« during production
« Juring use {(warranty period)
- configuration auditing (design reviews)
~ configuration control {evalwation, coordination,
and release or rejection of changes and modifications)
« during design
* during production
« during use (warranty period)
- configuration accounting

Ii. Prototype qualification tests

1 Planning

2 Realization

3 Analysis of test results

4 Special tests for reliability, maintainability, and safety

12. Quality control during production

1 Selection and qualification of processes and procedures
2 Production planning )
3 Monitoring of production processes

13. In-process tests

1 Planning
2 Realization

I4, Final and acceptance tests

1 !vairmmentnl tests and/or sereening of series-produced
items
— planning
— realization
— analysis of test results
2 Final and acceptance tests
— planning
— realization
- analysis of test results
3 Procurement, maintenance, and calibration of test equipment

A3.2 Reslization of Quality and Reliabilty Requirements
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C R

Cc C 1 R
I c 1 R

R 1 C

1 R C

C C C R
C C C R
R <

I R c

R I 1 c
C R C C
C R c c
C C R c
R C C C
R c c

I R I c

C R c C
1 R I c

d C C R
R C C

C R c

I R c

C R C

I R I

I C C R
I I C R
I C C R
C C C R
I I c R
C C c R
[ C C R

is.

16.

17,

18

19

20

Quality data reporting system

1 Data collection

2 Decision on comrective actions
— during prototype qualification
~ during in-process tests
- during final and accepiance tesis
- during use (warranty period)

3 Realization of corrective actions on hardware or software
(repair, rework, waiver, scrap)

4 Implementation of the changes in the documentation
(technical, production, customer)

5 Data comnpression, processing, storage, and feedback

6 Monitoring of the quality data reporting system

Logistical support
1 Supply of special tools and test equipment for maintenance
2 Preparation of customer documentation
3 Training of operating and maintenance parsonnel
4 Determination of the required number of spare parts,
maintenance personnel, etc.
5 After-sales support

Coordination and monitoring
1 Project-specific
2 Project-independent
3 Planning and realization of quality audits
— project-specific
- project-independent
4 Information feedback

Quality costs
I Collection of quality cost
2 Cost analysis and initiation of appropriate actions
3 Preparation of periadic and special reports
4 Evaluation of the effectiveness of quality and rel. assurance

Concepts, methods, and general procedures (quality and
reliability)

1 Development of concepis

2 Investigation of methods

3 Preparation and updating of the quality and reliability
assurance hardbook
4 Development of software packages
5 Collection, evaluation, and distribution of data,

experience and know-how

Motivation and training
1 Planning
2 Preparation of courses and documentation
3 Realization of the motivation and training program
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A3.3 Elements of a Quality and Reliability
Assurance Program

The basic elements of a quality and reliability assurance program are:

Project organization, planning, and scheduling

Quality and reliability requirements

Reliability and safety analysis

Selection and qualification of components, materials, and processes
Configuration management

Quality tests

Quality data reporting system

Nk e

These elements are discussed in this section for the case of a quality and reliability
assurance program for complex equipment and systems. In addition, Appendix A4
gives a catalog of questions to generate checklists for design reviews and Appendix
AS5 specifies the requirements for a quality data reporting system. As suggested in
task 4 of Table A3.2, the preparation of a quality and reliability assurance program
should be the responsibility of the quality and reliability manager. However, its
realization falls within the competence of the project manager.

It is often useful to start with a quality and reliability programm for the
development phase, covering items 1 to 5 of the above list, and continue then with
the production phase for points 5 to 7. Both programs must be correlated, especially
if concurrent engineering is applied.

A3.3.1 Project Organization, Planning, and Scheduling

A clearly defined project organization and planning is necessary for the realization
of a quality and reliability assurance program. Organization and planning must also
satisfy modern needs of concurrent engineering.

The system specification is the basic document for all considerations at project
level. The following is a typical outline for system specifications:

L. State of the art, need for a new product

Target to be achieved

Costs, time schedule

Market potential (tumnover, price, competition)

Technical performance

Environmental conditions

Operational capabilities (reliability, maintainability, availability, logistical
support)

8. Quality and reliability assurance

Al o
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9. Special aspects (new technologies, patents, value engineering, etc. )
10. Appendices

The organization of a project begins with the definition of the main task groups.
The following groups are usual for a2 complex system: Project Management, System
Engineermg, Life-Cycle Cost, Quality and Reliability Assurance, Assembly Design,
Prototype Qualification Tests, Production, Assembly, and Final Testing. Project
organization, task lists, task assignment, and milestones can be derived from the task
groups, allowing the quantification of the personnel, material, and financial
resources needed for the project. The quality and reliability assurance program must
require that the project is clearly and suitably organized and planned.

A3.32 Quality and Reliability Requirements

The most important steps in defining quality and reliability targets for complex
equipment and systems have been discussed in Appendix A.3.1.

Al33 Reliability and Safety Analyses

Reliability and safety analyses include failure rate analysis, failure mode analysis
(FMEA/FMECA, FTA), sneak circuit analysis (o identify latent paths which cause
unwanted functions or inhibit desired functions, while all components are
functioning properly), evaluation of concrete possibilities to improve reliability and
safety (derating, screening, redundancy), as well as comparative studies; see
Chapters 2 to 6 for methods and tools.

" The quality and reliability assurance program must show what is actually being
dome for the project considered, in particular, it should be able to supply answers to
the following questions:

Which derating rules are considered?

Which failure rate data will be used? How were the factors determined?

How were the component-level operating conditions determined?

Which tool is used for failure mode analysis? To which elements does it apply?
Which kind of comparative studies will be performed?

Which design guidelines for reliability, maintainability safety and software
quality are used?

7. How will it be verified that the design guidelines have been followed?

O Hh R =

Additionally, interfaces to the selection and qualification of components and
matenals design reviews, test and screening strategies, reliability tests, quality data
reporting system, and subcontractor activities must be shown. The data used for
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component failure rate calculation should be critically evaluated (source, current
relevance, assumed environmental and quality factors).

A334 Selection and Qualification of Components, Materials,
and Manufacturing Processes

Components (parts), matetials, and production processes have a great impact on the
product quality and reliability, they must be therefore carefully selected and
qualified. Qualification tests are given in Chapter 3 for electronic components
and for assemblies. For production processes one may refer 1o the literature, e.g.
[8.1 to 8.14].

The quality and reliability assurance program should provide a clear indication
as to how components, materials, and processes are selected and qualified. In
particular the following questions should be answered:

1. Does a list of preferred comporents and materials exist? How was it
established? Do the assumptions of the list apply to the project under
consideration (operating conditions for example)? Have second sources been
considered? Will critical components be available on the market-place at least
for the required production and wasranty time?

How are new components selected? What is the qualification procedure?
Under what conditions can a designer use non qualified components/materials?
How will-obsolescence problems be solved?

How have the standard manufacturing processes been qualified?

How are special manufacturing processes qualified?

S pwN

Special manufacturing processes are those which quality cannot be tested directly
on the product, have high requirements with respect to reproducibility, or may have
negative effect on the product quality or reliability.

A3.3.5 Configuration Management

Configuration management is an important tool for quality assurance and TQM
during design. Within a project, it is subdivided into configuration identification,
auditing, control, and accounting.

The identification of an item is recorded in its documentation. A possible
documentation outline for complex equipment and systems is given in Fig. A3.1.

Configuration auditing is done via design reviews, the aim of which is to assure
that the systemn will meet all requirements. In a design review, all aspects of design
(selection and use of components and materials, dimensioning, interfaces,
construction problems), production (manufacturability, testability, reproducibility),

A3.3 Flements of a Quality and Reliability Assurance Program 325
DOCUMENTATION
\ I ]

PROJECT TECHNICAL PRODUCTION (o Foodhat)
DOCUMENTATION DOCUMENTATION DOCUMENTATION DOCUMENTATION
= System specifications  « Work breakdown = Operations plans/records  + Customer system
* Quotations, requests structures * Production procedures specifications
+ Interface * Drawings * Tocl documentation * Operating and

documentation * Schematics = Assembly maintenance manuals
+ Planning and control » Par lists documentation = Spare part catalog
documentation = Wiring plans » Test procedures
* Conceptafstrategies * Specifications » Test reports
{maintenance, test} = Purchasing doc. » Documents pertaining 1o
+ Analysis reports « Handling/transportation  the quality data
+ Standards, handbooks storage/packaging doc. 1eporting system
general mles

Fig. A3.1 Documentation outiine for complex equipment and systems

reliability, maintainability, safety, patent regulations, value engineering, and value
analysis are critically examined with the help of checklists (Appendix A4). The
most important design reviews are described in Table A3.3. For complex systems a

review of the first production unit (FCA/PCA) also usually takes place. Design

reviews are chaired by the project manager and co-chaired by the project quality
and reliability assurance manager. For complex equipment or systems, the review
team may vary according to the following list:

+ project manager,

+ project engineer for quality and reliability assurance,
» design engineers,

» representatives from production and marketing,

« independent design engineer or external consultant,
* customer representatives (if appropriate).

Some weeks before the design review, participants should present project-specific
checklists (Appendix A4, Table 2.7, Table 4.3),

Configuration control includes evaluation, coordination, and release or rejection
of all proposed changes and modifications. Changes occur as a result of defects or
failures, modifications are triggered by a revision of the system specifications.

Configuration accounting ensures that all approved changes and modifications
have been implemented and recorded. This calls for a defined procedure, as
changes/modifications must be realized in hardware, software, and documentation.

A one-to-one correspondence between hardware or software and documentation
is important during all life-cycle phases of a product. Complete records over all
lifecycle phases become necessary if traceability is required, as in the aerospace or
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auclear field for example. Partial traceability can also be required for products

which are critical with respect to safery, or because of product liability.

Table A33 Design reviews during definition, design, and dev. of complex equipment and systems

System Design Review Preliminary Design Reviews Critical Design Review
{SDR) (PEIR} {CDR)
E At the end of the definition During the design phase, each | At the end of prototype
E phase time an assembly has been qualification tests
2 developed
&

¢ Critical review of ail
documents belonging to the
assembly under consider-

+ Critical comparison of
prototype quatification test
results with system

schematics, drawings, parts

* Critical review of the system ation {computations, requirements
3| specifications on the basis of schematics, parts lists, test |+ Formal review of the
6 results from market research, specifications, etc.) correspondence between
rough analysis, comparative |+ Comparison of the target technical documentation
shudies, patent situation, etc. achieved with the system and prototype
' specifications requirements |+ Verification of
» Checking interfaces to other;  producibility, testability,
assemblies and reproducibility
+ Trem list « Itz List
» Documentation (analyses, |+ Techmical documentation

« Testing ptan and

« Ttemn list lists, test specifications, procedures for prototype
g « System specifications (draft) work breakdown structure, qualification tests
& | * Documentation (analyses, interface specifications, + Results of prototype
reports, efc.) etc.) qualification tests
* Checklists (one for each » Reports of earlier design « List of deviations from the
participant)* Teviews system requirements
¢ Checklists (one for each * Maintenance concept
participant)* * Checklists {one for each
participant)*
« List of the final deviations
. from the system specs.
* System specifications « Reference configuration + Qualified and released
E * Proposal for the design phase (baseline) of the assembly prototypes
= |* Interface definitons considered * Frozen technical
© |+ Rough maintenance and » List of doviations fromthe | documentation
logistical support concept system specifications » Revised maintenance
» Report * Repart concept

¢ Production proposal
+ Report

* see Appendix A4 for a catalog of questions to gencrate project-specific checklists
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Referring to configuration management, the quality and reliability assurance
program should answer the following questions:

Which documents will be produced by whom, when, and with what content?
Are document contents in accordance with quality and reliability requirements?
Is the release procedure for all documents compatible with quality requirements?
Are the procedures for changes clearly defined?

How is compatibility (upward and/or downward) assured?

How is configuration accounting assured during production?

Which items are subject to traceability requirements?

A ol

Al36 Quality Tests

Quality tests are necessary to verify whether an item conforms to specified
requirements. Such tests cover performance, reliability, maintainability, and safety
aspects, and include incoming inspections, qualification tests, production tests,
and acceptance tests. To optimize costs and time schedules, tests should be
integrated in a test (and screening) strategy at system level. Methods for statistical
quality contrel and reliability tests are presented in Chapter 7. Qualification tests
and screening procedures are discussed in Sections 3.2 and 8.2 to §4. Basic
considerations for test and screening strategies are given in Section 8.5.

The quality and reliability assurance program should answer the following
questions:

1. What are the test and screening strategies at system level? How are they
released?
2. How were subcontractors selected, qualified and monitored?
3. What is specified in the procurement documentation? How is it released?
4. How is the incoming inspection performed? With which test procedures?
How are these documents released?
5. 'Which components and materials are 100% tested? Which are 100% screened?
What are the procedures for screening?
6. How are prototypes qualified? Who has released the relevant procedures?
Who decides on test results?
7. How are production tests performed? Who has released the relevant
procedures? Who decides on test results?
8. How is environmental stress screening determined for series-produced items?
‘Who has released the relevant procedures? Who decides on the test results?
9. Which procedures are applied to defective or failed items? Who has released
them?
10. What are the instructions for handling, transportation, storage, and shipping?
Who has released the relevant procedures?
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A3.3.7 Quality Data Reporting System

Starting at the prototype qualification tests, all defects and failures should be
systematically collected, analyzed and corrected. Analysis should go back to the
cause of the fault, in order to find those actions most appropriate for avoiding
repetition of the same problem. The concept of a guality data reporting system is
illustrated in Fig. 1.8, detailed requirements are given in Appendix AS.

The quality and reliability assurance program should answer the following

questions:

L.

How is the collection of defect and failure data carried out? At which project
phase is the quality data reporting system introduced?

How are defects and failures analyzed? What are the procedures?

Who carries out corrective actions? Who monitors their realization? Who
checks the final configuration?

How is evalvation and feedback of quality and reliability data organized?

Who is responsible for the quality data reporting system? Does production have
their own limited version of such a system? How do these systems interface?

A4 Checklists for Design Reviews

The following catalog of questions can be used to generate project-specific checklists
for design reviews (Tables A3.2 (Point 10), A3.3, and 5.5) during the design and
development of complex equipment and systems.

A4.1 System Design Review

What experience exists with similar equipment and systems?
What are the goals for performance (capability), retiability, maintainability,
availability and safety? How have they been defined? Which mission profile
(required function and environmental conditions) is applicable?
3. What tentative allocation of the performance parameters, reliability, and
" maintainability down to the assembly level was undertaken?
4. What are the critical elements? Are potential problems to be expected (new
technologies, interfaces)?
3. Have comparative studies been done? What are their results?
6. Are interference problems (external or internal EMC) to be expected?
7. Are there potential safety problems?
8. Arc the requirements realistic? Do they correspond to a market need?
9. Is there a maintenance concept? Do special ergonomic requirements exist?
10. Are there special software requirements?
11. Has the patent situation been verified? Are licenses necessary?
12. Are there estimates of life-cycle cost? Have these been optimized with respect
to reliability and maintainability requirements?
13. Is there a feasibility study? Where does the competition stand? Has
development risk been assessed?
14. Is the project time schedule realistic? Can the system be marketed at the right
time?
15. Can supply problems be expected during preduction ramp-up?

oo
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A4 Checklists for Design Reviews

A4.2 Preliminary Design Reviews (Assembly Level)

a) General

1.

S

bl

Lond
=

Is the assembly under consideration a new development or only a change/
modification?

Can existing elements be used?

Will the assembly be used in other systems?

Is there experience with similar assemblies? What were the problems?

Is there a block diagram or functional schematic?

Have specification been fulfilled? How were these checked? Where do
deviations exist? Can individual requirements be reduced?

Are there patent problems? Do licenses have to be purchased?

Have expected costs and deadlines been met?

Were value engineering methods used?

Have customer and market demands changed since the beginning of
development?

b) Performance Parameters

1.

N SR W

How have been defined the main performance parameters of the assembly
under consideration?

How was the fulfillment of performance parameters verified (assumptions,
computations, sirnulation, tests)?

Have worsl case situations been considered in computations?

Have interference problems (EMC) been solved?

Have currently applicable standards been observed during dimensioning?
Have interface problems with other assemblies been solved?

Have prototypes been adequately tested in the laboratory?

¢) Environmental Conditions

1

Have environmental conditions been defined? Also as a function of time?
Were these combined with the effects of internal load to determine component
operating conditions?

Has external interference (EMC) been determined (experimentaily or by
computation) or just been assumed? Has this influence been taken into account
in worst case calculations?
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Components and Materials

Which components (parts) and materials do not appear in the preferred lists?
For what reasons? How were these parts and materials qualified?

Are incoming inspections necessary? For which components and materials?
How/Who will they be performed?
‘Which components and materials were screened? How/Who will screening be
performed?
Do some components require special screening? Why? Can these components
be delivered on time?
Are suppliers guaranteed for series production? Is there at least one second
source for each component and material? Have requirements for quality,
reliability, and safety been met?
Are obsolescence problems to be expected? How will they be solved?
Reliability
Sec Table 2.8.
Maintainability
See Table 4.3.
Safety
Have design rules concerning accident prevention been observed?
Has safety been considered with regard to external causes (natural catastrophe,
sabotage)?
Has a FMEA/FMECA been performed? Have all single-point failures been
identified? Can these be avoided?
Has a fail-safe analysis been performed? What were the results?
What safety tests are planned? Are they sufficient?
Have safety aspects been dealt with adequately in the documentation?
Human Factors, Ergonomy
Have operating and maintenance sequences been defined with regard to the
training level of operators and maintenance persennel?
Have ergonomic factors been taken into account by defining operating
sequences?

Has the man-machine interface been considered?
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i) Standardization

L
A

[

Have standard components {parts) and materials been used wherever possible?
Has part exchangeability been considered during design and construction?
Are symbols used in accordance with appropriate standards?

j) Configuration

L

Is the technical decumentation (schematics, drawings, etc.) complete, error-
free, and does it reflect the current state of the project?

Have all interface problems with other assemblies been solved?

Can the technical documentation be frozen and considered as reference
documentation (baseline)?

Can the same be done with the configuration as a whole?

How is compatibility (upward and/or downward) assured?

k) Production and Testing

L

Which qualification tests are foreseen for the prototype? Have reliability,
maintainability, and safety aspects been considered sufficiently in these tests?
Can these tests be combined with qualification testing of other assemblies {or
of the whole system)?

Have all questions been answered regarding producibility, testability, and
reproducibility?

Are special production processes necessary? Were they qualified? What were
the results?

Are special transport, packaging, or stotage problems to be expected?

A4.3 Critical Design Review (System Level)

a) Technical Aspects

L.

Does the technical documentation allow an exhaustive and correct inter-
pretation of test procedures and results? Has the technical documentation been
frozen? Has conformance with hardware and software been checked?

2. Are test specifications and procedures complete? In particular are conditions

for functional, environmental, reliability, and safety tests clearly defined?
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3.

10.
1L
12.

Have fault criteria been defined for critical parameters? Is am indirect
measurement planned for those parameters which cannot be measured
accurately enough during tests?

Has a representative mission profile, with a comresponding required function,
been sufficiently clearly defined for reliability tests?

Have test criteria for maintainability been defined? Which failures were
simulated? How have personnel and material conditions been fixed?

Have test criteria for safety been defined (accident prevention and technical
safety)?

Have ergonomic aspects been checked? How?

Have packaging, transport and storage caused any problem?

Have defects and faitures been systematically analyzed (mode, cause, effect)?
Has the usefulness of corrective actions been verified? How? Also with
respect to cost?

Have all deviations been recorded? Can they be accepted?

Does the system still satisfy customer/market needs?

Are manufacturability and reproducibility guaranteed within the framework of
a production environment? Can pilot production items be released?

Formal Aspects

Is the technical documentation complete?

Has the technical documentation been checked for correctness? How?

Have all parts of the technical documentation been checked for coherency?
How? _ : '

Is uniqueness in numbering guaranteed? Even in the case of changes?

Is hardware labeling appropriate? Does it satisfy production and maintenance
requirements?

Has conformance between prototype and documentation been checked?

[s the maintenance concept mature? Are spare parts having a different change
status fully interchangeable?

Are production tests sufficient from today’s point of view? Can testability or
manufacturability problems be expected?



A5 Requirements for
Quality Data Reporting Systems

A qudlity data reporting system is a system to collect, analyze, and correct all
defects and failures occurring during production and testing of an item, as well as
to evaluate and feedback the corresponding quality and reliability data (Fig. 1.8).
The system is generally computer aided. Analysis of failures and defects must go
back (o the reot ceuse in order to determine the most appropriate action necessary
to avoid repetition of the same problem. The quality data reporting system should
also remain active during the operating phase. This appendix summarizes the
requirements for a computer aided quality data reporting system for complex
equipment and systems.

a) General Requirements

1. Up-to-dateness, completeness, and utility of the delivered information must be
the primary concern (best compromise). '

2. A high level of usability (user friendliness) and minimal manual intervention
should be a goal.

3. Procedures and responsibilities should be clearly defined (several levels
depending upon the consequence of defects or failures).

4. The sysiem should be flexible and easily adaptable to new needs.

b} Requirements Relevant to Data Collection

1. All data concerning defects and failures (relevant to quality, reliability,
maintainability, and safety assurance) have to be collected, from the begin of
prototype qualification tests to (at least) the end of the warranty period.
2. Data collection forms should
* be " x 11" or A4 format
= be project-independent and easy to fill in
+ ensure that only the relevant information is entered and answers the
questions: what, where, when, why, and how?

+ have a separate field (20-30%) for free-format input for comments (requests
for analysis, logistical information, etc.), these comments do not need to be
processed and should be easily separable from the fixed portion of the form.

A5 Requirements for Quality Data Reporting Systems 335

3. Description of the symptom (mode), analysis (cause, effect), and corrective
action indertaken should be recorded in clear text and coded at data entry by
trained personnel.
4, Data collection can be carried out in different ways
* at a single reporting location {adequate for simple problems which can be
solved directly at the reporting location)

* from different reporting locations which report the fault (defect or failure),
analysis result, and corrective action separately.

Current reliability, maintainability, or logistical data can also be reported.

5. Data collection forms should be entered into the computer daily or even on
line, so that corrective actions can be initiated as quickly as possible (for field
data, a weekly or monthly entry can be sufficient for many purposes).

¢) Requirements for Analysis

1. The cause should be found for each defect or faiture
+= at the reporting location, in the case of simple problems
+ by a fault review board, in critical cases.
2. Failures (and defects) should be classified according to
+ mode
- sudden failure (short, open, fracture, etc.)
— gradual failure (drift, wearout, etc.)
— intermittent failures
— others if needed
* cause
- intrinsic (inherent weaknesses, wearout, or some other intrinsic canse)
- extrinsic (systematic failure, i.e. misuse, mishandling, design, or manuf. failure)
— secondary failure
+ effect
~ irrelevant
— partial failure
— complete failure
— critical failure (safety problem),
3. Analysis results (repair, rework, change, or scraping) must be reported.

d) Requirements for Corrective Actions

1. Every record is considered pending until the necessary corrective action has
been successfully completed and certified.

2. The quality data reporting system must monitor af! corrective actions.

3. Procedures and responsibilities pertaining to corrective action are to be defined
{simple cases are usually solved by the reporting location).

4. The reporting location must be informed about a completed comective action.
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¢) Requirements Related to Data Processing, Feedback , and Storage

Adequate coding must allow data compression and simplify data processing.
Up-to-date information should be available on-line.

Problem-dependent and periodic evaluations must be possible.

At the end of a project, relevant information should be stored for comparison.

Bowob

) Requirements Related to Compatibility with other Software Packages

1. Compatibility with firm-specific configuration management and data banks
should be assured.

2. Data transfer with the following external software packages should be assured
» important reliability data banks
» quality data reporting systems of subsidiary companies
» quality data reporting systems of large contractors.

The effort required for implementing a quality data reporting system as described
above can take 5 to 10 man-years for a medium-sized company. Competence for
operation and maintenance of the quality data reporting system should be with the
company’s quality and reliability assurance department. The priority for the
realization of corrective actions is project-specific and should be fixed by the
project manager. Major problems (defects and failures) should be discussed
periodicaliy by a fault review board chaired by the company’s quality and reliability
assurance manager, which can take go/nogo decisions,

A6 Basic Probability Theory

In many practical situations, experiments have a random outcome, i.e., the results
cannot be predicted exactly, although the same experiment is repeated under
identical conditions. Examples are inspection of a given item during production,
tailure-free operating time of a given system, repair time of an equipment, etc.
Experience shows that as the number of repetitions of the same experiment
increases, certain regularities appear regarding the occurrence of the event
considered. Probability theory is a mathematical discipline which investigates the
laws describing such regularities. The assumption of unlimited repeatability of the
same experiment is basic to probability theory. This assumption permits the
introducion of the concept of probability for an event starting from the properties of
the relative frequency of its occurrence in a long series of trials. The axiomatic
theory of probability, introduced 1933 by A.N. Kolmogorov [A6.10], brought
probability theory to a mathematical discipline. In reliability analysis, probability
theory allows the investigation of the probability that a given item will operate
failure-free for a stated period of time under given conditions, i.e. the calculation of
the item’s reliahility on the basis of a mathematical model. The rules necessary for
such calculations are presented in Sections A6.1 to A6.4. The following sections are
devoted to the concept of random variables, necessary to investigate reliability as a
funetion of time and as a basis for stochastic processes (Appendix A7) and
mathematical statistics (Appendix A8). This appendix is a compendium of
probability theory, consistent from a mathematical point of view but still with
engineering applications in mind.

A6.1 Field of Events

As introduced by A.N. Kclmogorov [A6.10], the mathematical model of an
experiment with random outcome is a triplet [$L, #, Pr}. Q is the sample space, ¥
the event field, and Pr the probability of each element of . Q is a set containing
as clements all possible outcomes of the experiment considered. Hence
2=1{L2,3,4,5,6} if the experiment consists of a single throw of a die, and
Q =[0, =) in the case of failure-free operating times of an item. The elements of Q
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are called elementary events and are represented by w. If the logical statement “the
ountcome of the experiment is a subset A of Q" i3 identified with the subset A itself,
combinations of statements become equivalent to operations with subsets of L. If
the sample space € is finite or countable, a probability can be assigned to every
subset of §2. In this case, the event field # contains all subsets of Q and all
combinations of them. If Q is continuous, restrictions are necessary. The event
field 7 is thus a system of subsets of Q to each of which a probability has been
assigned according to the situation considered. Such a field is called a Borel field
( o-field) and has the following properties:

1. £ isanelement of 7.

2. If Ais an element of ¥, its complement A is also an element of 7.

3. If A Ay, ... are elements of ¥, the countable union Ay Ay U ... is also an
element of ¥ .

From the first two properties it follows that the empty set @ belongs to F. From
the last two properties and De Morgan's law one recognizes that the countable
intersection A; M Az M ... alse belongs to ¥ . In probability theory, the elements of
F are called (random) events. The most important operations on events are the
union, the intersection, and the complement:

1. The union of a finite or countable sequence A, Az, ... of events is an event
which occurs if at least one of the events 4, A5, ... occurs; it will be denoted
by Aiv Ay U .. orby U4

2. The intersection of a finite or countable sequence A, Ay,... of events is an
event which occurs if each one of the events A, Ay, ... occurs; it will be
denoted by Ay M Ay ... or by [ 4;.

3. The complement of an event A is an event which occurs if and only if A does not
occur; itisdenotedby A, A={0:0&A}=0\VA, AUA=Q,and ANA=0.

Important properties of set operations are:

s Commuativelaw : AUB=BUA;, AnB=8nNnA

+ Associativelaw AV (BUO)=(AUBIVC AN(BNOY=(AnBINC

« Distributive law  : AU(BAC)=(AU BN (AUC); AN(BUC)=(ANB)U(ANC)
+ Complementlaw : ANA=0; AUA=Q

« Kdempolentlaw :AUA=A ANA=A

* De Morgan's law : B, AnB
* Identity law

AUB=ANB, ANB=AUB

A=A AU(ANB)= AUB.

The sample space Q is also called the sure evens and ¢ is the impossible event. The
events Ay, Ay, ... are mutually exclusive if A;~A; =@ holds for any i# j. The
events A and B are equivalent if either they occur together or neither of them oceur,
equivalent events have the same probability. In the following, events will be mainly
enclosed in braces {}.
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A6.2 Concept of Probability

Let us assume that 10 (random) samples of size n =100 were taken from a large and
homogeneous lot of populated printed circuit boards (PCBs), for incoming
inspection. Examination yielded the following results:

Sample numbexr: 1 2 3 4 5 6 7 8 9 10
No, ofdefective PCBs: 6 5 1 3 4 0 3 4 5 7

For 1000 repetitions of the “testing a PCB” experiment, the relative frequency of the
occurrence of event {PCB defective} is

6+5+1+3+4+0+3+4+5+7 38

=3.8%.
1000 1000

It is inruitively appealing to consider 0.038 as the probability of the event {PCB
defective}. As shown below, 0.038 is a reasonable estimation of this probability
(on the basis of the experimental observations made).

Relative frequencies of the occurrence of events have the property that if » is the
number of trial repetitions and n(A} the number of those trial repetitions in which
the event A occurred, then

n(A)

is the relative frequency of the occurrence of A, and the following rules apply:

1. R1: p,(A)20.
2. R2: p,(Q)=1.

3. R3: if the events 4y, ..., A, are mutually exclusive, then n{A) U ... U A, )=
(A + ...+ n(Ay) and ByAy v WAy = Dp(A)) + ..+ Br(4g).

Experience shows that for a second group of » trials, the relative frequency pn{A)
can be different from that of the first group. $,(A) also depends on the number of
trials #. On the other hand, experiments have confirmed that with increasing », the
value p,(A) converges toward a fixed value p(A), see Fig. A6.1. It therefore
seems reasonable to designate the limiting value p(A) as the probability Pr{A} of
the event A, with p,(A) as an estimate of Pr{A}. Although intuitive, such a
definition of probability would lead to problems in the case of continuous (non-
denumerable) sample spaces.

Since Kolmogorov's work [A6.10], the probability Pr{A} has been defined as a
function on the event field ¥ of subsets of £2. The following axioms hold for this
function:
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Figure A6.1 Relative frequency kin of “heads” when tossing a symmetric coin # times

1. Axiom l: Foreach A€ ¥ is Pr{A}20.
2. Axiom2: Pr{Q2}=1.
3. Axiom3: Hevents 4, Ay, ... are mutually exclusive, then
PrilJ4;} = T PriA}.
i=1 i=1
Axiom 3 is equivalent to the following statements taken together:

4. Axiom 3’: For any finife collection of mutually exclusive events,
PriA; u...U A ) =Pr{A]} +...+ Pr{4,].
5. Axiom 3"; If events A, Ay, ... are increasing, i.e. A, CAyq, n=12,..,

then lim Pr{A,}= Pr{{in}-
Lo el i=1

The relationships between Axiom 1 and R1, and between Axiom 2 and R2 are
obvions. Axiom 3 postulates the total additivity of the set function Pr{A}. Axiom
3’ corresponds to R3. Axiom 37 implies a continuity property of the set function
Pr{A} which cannot be derived from the properties of p,(A), but which is of great
importance in probability theory. It should be noted that the interpretation of the
probability of an event as the limit of the relative frequency of occurrence of this
event in a long series of trial repetitions, appears as a theorem within the probability
theory {law of large numbers, Eqs. (A6.144) and (A6.146)).
From axioms 1 to 3 it follows that.

Pr{@} =0,

Pr{A} <Pr(B}if AC B,
Pr{A) =1- Pr{A},
0<Pr{d] 1.

A62 Concept of Probability 341

When modeling an experiment with random outcome by means of the
probability space [, #, Pr], the difficulty is often in the determination of the
probabilities Pr{A} for every A € 7. The structure of the experiment can help here.
Beside the statistical probability, defined as the limit for n— oo of the reiative
frequency k/n, the following rules can be used if one assumes that all elementary
events o have the same chance of occurrence:

1. Classical probability {discrete uniform distribution): If & is a finite set and A a
subset of Q, then

number of elements in A
Pr{A}=
4 number of elements in £
or
Pr{A} = number of favorable ocutcomes (A62)

number of possible outcomes

2. Geometric probability (spatial vniform distribution): If £ is a set in the plane
%2 of area Q and A a subset of Q, then

_areaof A

Pr{A} = (A6.3)

area of
Tt should be noted that the geometric probability can also be defined if € is a part of
the Euclidean space having a finite area. Examples A6.1 and A6.2 illustrate the use
of Eqgs. (A6.2) and {A6.3).

Example A6.1

From a shipment containing 97 good and 3 defective ICs, one IC is randomly selected. What is
the probability that it is defective?

Solution
From Eq. (A6.2),

Pr{IC defective] = —.
100

Example A6.2
Maurice and Mathew wish io meet between 8:00 and 9:00 a.m. according to the following rules:

1) They come independently of each other and each will wait 12 minutes. 2) The time of arrival
is equally disuibuted between 8:00 and 9:00 a.m. What is the probability that they will meet?

Solotion Arrival of Mathew
Equation {A6.3) can be applied and leads to, see graph, 000
1-2 0.8-0.8
Pr{Mathew meets Maurice} = + =0.36.
8:00 | Ammival

%:00 g0 Of Mavrice
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Another way to determine probabilities is to calculate them from other
probabilities which are known, This involves paying attention to the structure of the
experiment and application of the rules of probability theory (Appendix A6.4). For
example, the predicted reliability of a system can be calculated from the reliabilities
of its elements and the system’s structure. However, there is often no alternative to
determining probabilities as the limits of relative frequencies, with the aid of
statistical methods (Appendices A6.11 and A8).

A6.3 Conditional Probability, Independence

The concept of conditional probability is of great importance in practical
applications. It is not difficult to accept that the information “event A has occurred
in an experiment” can modify the probabilities of other events. These new
probabilities are defined as conditional probabilities and denoted by Pr(B| A}. If
for example A C H, then Pr{B| A}=1, which is in general different from the
original unconditional probability Pr{B}. The concept of conditional probability
Pr{B| A} of the event B under the condition “event A has occurmred”, is introduced
here using the properties of relative frequency. Let n be the total number of trial
repetitions and let n{A), n(B), and n(A B) be the number of occurrences of A, B
and A B, respectively, with n(A)> 0 assumed. When considering only the n(A)
trials (trials in which A occurs), then B occurs in these n{A4} trials exactly when it
occurred together with A in the original irial series, i.e. n{A r B) times. The relative
frequency of B in the trials with the information “A has occurred” is therefore

mANB)
MANB) — n _P(ANB) (A6.4)
n(A) nA) PatA)
n

Equation (A6.4) leads to the following definition of the conditional probability
Pr{B| A} of an event B under the condition 4, i.¢. assuming that A has occurred,

Pr{B|A) = %{:}Bl, Pr{A} > 0. ' (A6.5)

From Eq. {A6.5) it follows that
Pr{A N B} = Pr{A)Pr{B| A} = Pr(B}Pr(A| B}. (A6.6)
Using Eq (A6.5), probabilities Pr{B| A} will be defined for all Be . Pr{B| A} is

A6.3 Conditional Probability, Independence ' 343

a function of B which satisfies Axioms 1 to 3 of Appendix A6.2, obviously with
Pr{AiA}:l. The information “event A has occurred” thus leads to a new
probability space [A, F4, Pryl, where ¥4 consists of events of the form A B,
with Be ¥ and Pr, (B} = Pr{B| A}, see Example A6.5.

It is reasonable to define the events A and B as independent if the information
“event A has occurred” does not influence the probability of the occumence of event
B,ie. if

Pr{B| A} = Pr{B). (A6.7)

However, when considering Eq. (A6.6), another definition, with symmetry in A and
B is obtained, where Pr{A} > 0 is not required. Two events A and B are independent
if and only if

Pr{A N B} =Pr{A}Pr{B). (A6.8)

The events A, ..., A, are totally independent if for each k(1 <k <n) and any
selection of distinct i, ..., i €{1,..., r}

Pr{A; O...n A }=Pr{4}... Pr(4; ) (A6.9)
holds.

A6.4 Fundamental Rules of Probability Theory

The probability calculation of event combinations is based on the fundamental rules
of probability theory introduced in this section.

A64.1 Addition Theorem for Mutually Exclusive Events

The events A and B are mutually exciusive if the occurrence of one event exciudes
the occurrence of the other, formally A B=#. Considering a component which
can fail due to a short or an open circuit, the_ evenis

failare occurs due to a short circuit
and
failure occurs due to an open circuit

are mutually exclusive. Application of Axiom 3 (Appendix A6.2) leads to
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PriA v B} = Pr{A} + Pr{B}. (A6.10)

Equation (A6.10) is considered a theorem by tradition only; indeed, it is a particular
case of Axiom A3 in Appendix A6.2.

Example A6.3
A shipment of 100 diodes contains 3 diodes with shorts and 2 diodes with apens. H one diode is
randomly selected from the shipment, what is the probability that it is defective?

Solution
From Egs. (A6.10) and (A6.2),
2 5
Pr(diode defective}= Eﬁ 0100

If the events Ay, Ay, ... are mutually exclusive (4; M 4; =@ for all i+ J, they are
also totally exclustve, and according to Axiom 3 it follows that

Pr{d; U Ay U ..} = 3 Pr{A} (A6.11)

i

A6.4.2 Multiplication Theorem for Two Independent Events

The events A and B are independent if the information about oceurrence (or
nonoccurrence) of one event has no influence on the probability of occurrence of the
other event. In this case Eq. (A6.8) applies

Pr{A ~ B} = Pr{A} Pr{B}.

Example A6.4

A system consists of two elements E; and E, necessary to fulfill the required: function. The

failure of one element has no injluence on the other. Ry =08 is the reliability of E and
Ry =09 isthat of E; . Whatis the reliability Rg of the system?

Solution

Considering the assumed independence between the elements E; and Ep and the definition of
R, Ry, and Rg as R, = Pr(E, fulfillsthe required function}, R, = Pr{E; fulfillsthe required
function], and Rg = Pr{E; fulfillsthe required function £ fulfillsthe required function}, one

obtains from Eq. (A6.8)

=R Ry =072,
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A6.4.3 Multiplication Theorem for Arbitrary Events

For arbitrary events A and B, with Pr{A} >0 and Pr{B} >0, Eq. (A6.6) applies

Pr{A n B} = Pr{A}Pr(B| A} = Pr[B}Pr{A| B}.

Example A6.5

2 ICs are randomly selected from a shipment of 95 good and 5 defective ICs. What is the
probability of having (i) no defective ICs, and {ii) exactly one defective 1C'?

Solution
(i) From Egs. {A6.6) and {A6.2),
Pr{ first IC good m second KC good}:% %— 0.902.

(i) Pr{exactly one defective IC} = Pr{{fitst IC good  second IC defective) U (first IC defective
second IC good) ) ; from Eqgs. (A6,6) and (A6.2),

95 5 5 95
Pr{one IC defective} = —o— 4.2 _0,096.
rlone IC defective} = 499 * 100 99

Generalization of Eq. (A6.6) leads to the mudtiplication theorem

Pl'{A]_ MM An] = PI'{AI}PI'{AZ | AI]PI'{AS | (Al M AI)]
SPr{Ay | (A N0 A D) (A6.12)

Here, Pr{A] n...N A,_;}>0is assumed. An important special case arises when
the events A|, ..., A, are totally independent, in this case Eq, (A6.9) yields

Prid; 0. 0 Agd = Pr{A} ... Pr{a,) = [ [ Prla;.
i=1

A6.4.4 Addition Theorem for Arbitrary Events
T_he probability of occurrence of ar least one of the (possibly non-exclusive) events
A and B is given by

Pr{A U B} = Pr{A} + Pe{B}-Pr{A n B}. (A6.13)

To prove this theorem, consider Axiom 3 (Appendix A6.2) and the partitioning of
the events A v {i_ and B into mutually exclusive events (A B= AU (A M B) and
B=(An BYyu{A N B)).
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Example A6.6

To increase the reliability of a system, 2 machines are used in active (parailel} redundancy. The
reliability of each machine is 0.9 and each machine operates and fails independently of the other.
What is the system’s reliability?

Solution

From Eqs. (A6.13) and {A6.8), Pr(the first machine fulfills the required function « the second
machine fulfills the required function) =09 + 0.9-0.5.0.9=0.99.

The addition theorem can be generalized to » arbitrary events. For n =3 one obtains

PrlAuBuUC) =PrlAu(Bu ()}
=Pr{A}l +Pr{(BLC}-Pr{An(Bu O)}
= Pr{A}j+Pr{B}+ Pr{C} - Pr{BNC} -Pr{A B}
—PriAnCl+Pr{An BN C}. (A6.14)

In general, Pr{4; ... A,} can be obtained by the so-called inclusion/exclusion
method

H
Pr{d; U...U 4,} = 3 (-DF*LS, (A6.15)
k=1
with
8 = Ewm,-1 AL AL (A6.16),

I€i <..<,En

It can be shown that S=Pr{4 w...UA,)5S,. S25 -5, 5§ -5 +5, etc.
Although the upper bounds do not necessarily decrease and the lower bounds do not
necessarily increase, a good approximation for § often results from only a few ;.
For a further investigation one can use the Fréchet theorem Sy < S (n—k)}(k +1),
which follows from S;,; =Sy (3 ) AR = Seln - NE+D <, for Aj=A,=-=A,.

A6.4.5 Theorem of Total Probability

Let A, 4y,... be mutually exclusive events (A NnA;=0 for all i#j),
Q=AUAy ..., and Pr{4]}>0, i=12,.... For an arbitrary event B one has
B=BnQ=Bn{A Ui u.)=(BnA)U(Bni)u..., where the cvents
BA A, B Ay, ... are also mutually exclusive. Use of Axiom 3 and Eq. (A6.6)
yields .

Pr{B} = T Pr{B ~ A} = TPr(4)Pr(B] 4). (A6.17)

Equation (A6.17) expresses the theorem {or formula) of total probabiliry.
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Example AG7 .

ICs are purchased from 3 suppliers {4, Ay, Aq) in quantities of 1000, 600, and 400 pieces,
respectively. The probabilities for an 1C to be defective are 0.006 for 4y, 0.02 for Ay, and 0.03
for A3. The ICs are stored in a common container disregarding their source. What is the
probability that one IC randomly selected from the stock is defective?

Solution
From Egs. (A6.17) and (A6.2),
Prfthe sclected IC is defective} = 1000 0.006 + AL 0.02+ 400 0.03=0015.
2000 2000 2000

Equations (A6.17) and (A6.6) lead to Baves theorem, which allows calculation of
the a posteriori probability Pr[Akl B}, k=1,2,... as a ftunction of g priori
probabilities Pr{A;},
Pri, B} Pr{4,)Pr{B| A)
Pr(B}  TPr{A)Pr(B| A}
i

Pri4, | B} = (A6.18)

Example A6.8

Let the IC as selected in Example A6.7 be defective. What is the probability that it is from
supplier 4?7

Solution
From Eq. (A6.18),
1000 5 006
Pr{IC from 4; | IC dcfecﬁve}:%»s—— =02.

A6.5 Random Variables, Distribution Functions

If the result of an experiment with a random outcome is a (real) number, then the
underlying quantity is a (real) random variable. For example, the number appearing
when trowing a die is a random variable taking on values in {l,...,6}. Random
variables are designated here with Greek letters T, &, €, etc. The triplet [, F, Pr]
introduced in Appendix A6.2 becomes [%, ‘B, Pr], where & =(—o, o} and B is the
smallest event field containing all (semi) intervals (a, »] with a<b. The
probabilities Pr{A] =Pr{t € A}, A €8, define the distribution law of the random
variabie 1. Among the many possibilities to characterize this distribution law, the
most frequently used is to define

F(t) = Pr{t < 1}. . (A6.19)
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F(¢) is called the distribution function of the random varigble ©.") For eacht, F(2)
gives the prebability that the random varieble will assume a value smaller than or
equal to . Because for s>t one has {t<¢]<{1<5), F(t) is a nondecreasing
Sunction, Moreover, F{—o}=0 and F(s)=1. If Pr{t=15) >0 holds, then F{)
has a jump of height Pr{t =1y} at #. It follows from the above definition and
Axiom 3” (Appendix A6.2) that F(t) is confinuous from the right. Due to Axiom 2,
F(1) can have at most a countable number of jumps. The probability that the
random variable 7 takes on a value within the interval {(a, »] is given by

Pr{a <7< b}= F(b) - F(a). (A6.20)
The following classes of random variables are of particular importance:

1. Discrete random variables: A random variable T is discrete if it can only assume
a finite or a countable number of values, i.e. if there is a sequence 1, 15, ... such
that

e =Priv=1), with Y p =1 (A6.21)
k

A discrete random variable is best described by a table
Values of 1 4 t
Probabilities J 2

The distribution function F(z) of a discrete random variable € is a step function

F&y= Y.p.
k:t, <t

If the sequence #, #, ... is ordered so that #; <3, , then
Fty= Y.p;, for f Sr<tzy,. (A6.22)
isk

If only the value & =.1 occurs in Eqs. (A6.21) and (A6.22), t is a constant
(1=1). A constant C can therefore be regarded as a random variable which
takes the value C with probability 1. The dis_tribuu’on function of T = C is

G for t<C
1 for t2C.

F(f) = {

*} In extbooks on probability theory, the random variable t is defined 28 a measurable mapping of
Q onto the axis of real numbers &, = (—=, <), i.e. a mapping such that for each real value x the
set of o) for which [t = 1(i) = x} belongs to 7, the distribution funeton of T i then obtained by
setting F(t) = Pr{t < ¢} = Pr(w : () < ¢} '
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An especially important case of discrete random variables is that of arithmetic
random variables. The random variable T is arithmetic if it can take the values
w,— At 0, A, ..., with probabilities

i =Prlt=FkAr, k=..,-101.... (A6.23)

2. Continuous random variables: The random variable 1 is (absolutely) continuous
if a function F(#) 2 0 exists such that

f
F(t) = Pri{t <t} = jf(x)dx. (A6.24)

—e0

f(#) is called (probability) densify of the random variable T and satisfies the
condition

Tf(:)drz 1.

The distribution function F(r) and the density f(r) are related (almost every-
where) by :
dF(t)

=—" AD.25
() at { )

see Fig. A6.2 for an example.

Mixed distribution functions exhibiting both jumps and continuous growth can occur
in some applications. These distribution functions can generally be represented by a
mixture (weighted sum) of discrete and continuous distribution functions (Eq.
(AG.34)).

In reliability theory, T represents the failure-free operating time of the item under
consideration. T is then a nonnegative random variable, i.e. T2 0 and F(t)=0 for
t<0. Often T is a positive random variable, i.e. T>0 and F(0)=0. The
reliabiliry function (survival function} R(z) of an item gives the probability that the
item will operate failure-free in the intervat (0, 1]

R{)=Pri{t>1}=1-F(). (A6.26)

The failure rate )\(t) of an item exhibiting a continuous failure-free operating
time 1 is defined as

.1
= — <
1Y(3) gi!‘l} Prit<t<t+8t| 1>}
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Figure A6.2 Relationship between the distribution function F(t) and the densily f(z)
for a continuous random variable T >0

Computation leads to (see Eq. (A6.5) and Fig. A6.3)

1Prfe<t<t+8
& Priz>

<
AlS) = lim 1Prit<t<t+d >4} = lim
alo 8¢ Prit >t} arlo
and thus, assuming f{t) = dF(¢)/ dt exists,

A= fy _ _dR@)/dt
1-F(n) Ry

(A6.27)

It is important to distinguish between failure rate A(r) and density f(t). For an
item with a failure-free operating time 1, the vaiue ()8 is for small & the
unconditional probability for failure in (7, # + &]. On the other hand, the quantity

1 -
A
A
{ L]

0 ' ey

Figure A6.3 To compute of the failure rate A(r)
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M2)dt is for small &t the conditional probability that the item will fail in the
interval (1, t + 8¢] given that it has not failed in (0, /]. From Eq. (A6.27) it follows
that, with R(0)=1,

!
- [A(x)dx

Prft>1}=R{H)=e © (A6.28)

and thus
d b
“[Mx)dx - [Mx)dx

Prla<t<b}=e O -e 0 ,

or
1+xq
R - Ja@)ax
Priz> t+x5] 15 xp) = Ut T0) _ w0 (A6.29)

R{xp}

Important conclusions as to the aging behavior of an item can be drawn from the
shape of its failure rate A(z). Assuming A(t) is non-decreasing, it follows for u < s
and any >0 that

Pr{t>t+u|t>u}zPrit>t+s|v>s5) (A6.30)

For an item with increasing failure rate, inequality (A6.30) shows that the
probability of surviving a further period 7 decreases as a function of the achieved
age, i.e. the item ages. The opposite holds for an item with decreasing failure rate.
No aging exists in the case of a constant failure rate, i.e. for R(#) = e~

Pr{'c>r+x0|'r>x0}=Pr{'t>r}=e'?”.

The failure rate of an arithmetic random variable, is defined as

k(k}:Pr{r=km|1>(k—l)At}:—E£L, k=12,.... (A631)
P
izk

Two further concepts important to reliability theory are:

1. Function of a random variable: If u{x) is a monotonically increasing function
and T a continuous random variable with the distribution function E_(7), then the
random variable 1 = u{T) has the distribution function

E (8)=Pri{n = u(t) <t} = Pr{r < u”'(9)} = R ™'()), (A6.32)

where u™! is the inverse finction of u (Example A6.17). If u{x) is derivable,
then

du (@)

INOES A O) — (A6.33)
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If u(x) is a monotonically decreasing function, the absolute value must be used
for du"(r)/dt.

2. Mixture of distributions: If F(t) and F;(¢) are distribution functions and p is a
constant (0 < p <1), then the distribution function
F(t) = pF () + (1 - pYRs() (A6.34)

is the mixture of F(r)and F ()} with weights p and 1-p (Example 7.16).
Mixture also applies for more than 2 distribution functions and for densities as
well

f(t) = pfy () + (1 - P12 (7).

The main properties of distribution functions frequently used in reliability theory are
discussed in Appendix A6.10 and summarized in Table A6.1. Of the following
sections preceding Appendix A6.10, Appendices A6.7 and A6.8 can be ominted at a
first reading.

A6ﬁ.,6 Numerical Parameters of Random Variables

For a rough characterization of a random variable 1, some typical valies such as the
expected value (mean), variance, and median can be used. This section introduces
these quantities.

A6.6.1 Expected Value (Mean)

For a discrete random variable T taking values
., ta, ...
with probabilities
4 TN 2 TR0
the expected value or mean B[] is given by
E{t)= ) 1 pi. (A6.35)
k

provided the series converges absolutely. If T only takes the values &, ..., 1, the
definition (A6.35) can be heuristically explained as follows. Consider n repetitions
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of a trial whose outcome is T and assume that &, times the value +, ..., &, times the
value ¢, has been observed (n =k +... +k,;), the arithmetic mean of the observed
values is

hk+...+k k k
AR T Tt gt g, R
A n n

As n—yoo_ ki in converges to p; (Eq. (A6.146)), and the arithmetic mean obtained
above tends towards the expected value E[1] given by Eq. (A6.35). For this reason,
the terms expected value and mean are often used for the same quantity E[7]. From
Eq. (A6.35), the mean of a constant C is the constant itself, i.e. E[C]=C.

The mean of a continuous random variable T with density f(z) is given by

El1]= j:f(;)d:, (A6.36)

-

provided the integral converges absolutely. For positive continuous random
vartables, Eq. (A6.36) reduces to

E[t]= Irf(r)dt {A6.37)
0

which, for E[t] < = can be expressed (Example A6.9) as

Eltl= [(1-F@)dt = [R@)d1. (A6.38)
0 0

Example A6.9
Prove the equivalence of Eqs. (A6.37) and (A6.38).

Solution
From R(?) =1-K(r)= [ fx}dx it follows that
i 1+4t ]

JR(dt = [([f(x)dx)dt. 4
0 (U

Changing the order of integration yields (see graph) o * xide

{ROVE = J([ dtx)dr = f xfix)x.,
0 00 0

gl | G N P - ERE : . .
Ui, AisT L. ' - PR R F | B EPPRS P = - WA
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Table A6.1 Distribution fonctions used in reliability analysis
Distribtion Function Density
Param
Name F(t) = Prit< ] f5) = d Fer)/ dt otor Range
fry
Exponential | 1—e—Af A 20
hi A=0
L
fie B3
by
Weibull " o 120
N A B>0
0 334
{1}
1 M LES p=0s >
Gamma s j,{ﬂ_le_xdx 0254 120
F@) 5 At X B>0
012345
[oviz-l —xi2 WeT L,
Chi-square Jx € dx 02 120
%) e ___ 01 v=12,...
vl h
27 T(vi2) 0 5 ieale r{h] (degrees of freedom)
2 fpm] m=300m
(xom) o=80h
Normal 1 [ 3 0.005 ea <, Moo
je 207 dx 0.00251 f E a>0
27 L, ] tIh]
0" 200 400 600
(k) 0 th™) N
[+ 034 =03 tz0
e e et 050
2n g th)
- 12345
& & =11.5
: - s ! p=iL.
Binomial PriC< &= ZP! 024 n=§ k=0,....n
) i=0 . 0.1j ; O<p<l
pi =(’,-‘)p‘(1—p)"_‘ 0346 8
x r
Pri{<k}= Y, p; y m=3 k=01
Poisson i=0 024 =01 ...
i 014 m>0
_m - 4
Pi= e 07274 6 8
k P,
— o=t (] — ; 02
Geomerric | PESH=2 pi=1-0-p) 0z k=12,...
i=1 0-‘1] , 0<p=<l
pi=p-p)~ R
H & ({r)(”-"{) { - =01
yper- _ Him-i 3 nel00 i=01..
eaametric Prif s k= E Py g? l I . x=20 vere MIEK. )

Failure Rate Mean Variance .

MO =K -F@) | Elr) Varjt] Properties
A
3] 1 1 Memoryless:

] e X 22 Prit>r+xg} t>xp}=Prit> =M
12
i)
B=3 1 2 1 ic fai .
324 2 Monrotonic failure rate:
Cles =) T+ ==l +—

”;t: f e ﬂ) a2 e increasing for f> 1 (A(0) =0, A=) =),
[ipyn ]f‘l"‘s“" e 3 2 decreasing for B <1 (A(0) =, A{=)=0)
M) B=03 Laplace transf. exists: fsy= 2B/ (s+ )8,

2; N B B Manotonic failure rate with A(e)= A
i A a2 Erlangian for f=r=2, 3, ... {distribution
1234 of the sum of » exp. dist. random variables)
My BT vt Gamma with B = % =1,2,..and A = %;

05 - == v 2v (-1

8 42
I =2,4,.. =1-y 22
" Tics forv=2,4,.. = Fli)=1 .=Ea 3 e
A m] M=300h F(1) = q;.(‘_:.f.)
0 a=B0h g
01 m al 1 ¢ .2
0] D1}y = e ”dx
8 200 400 600 2,
Mom) ,
f ﬂgh—l Pt g20? _ at Int has a normal distribution;
vt ] A a2 F(7) = ®{In(\) /o)
01234
p; =Pr{f successes in » Bernoulli trials}
not relevant np np(l-p} (n independent trials with Pr{A} = p);
Random sample with replacement
i
(7)ot a-prms =22
i il
ot relevant m m m=At = (A e/ il = Pr{i failures
in (0.7} | exponentially distributed
failure-free times with param. A}
A =02 Memoryless: Pr{{>i+|{> )=~ p);
0.z 1 1-» P; = Pr(first success in a sequence of
ol ; P I3 Bemoulli trials occurs first at the i-th trial);
1357 (8; = p{l—p), with i = 0,1,..., would give
EI{]=Q1- p)/p and Varl{]l= (L-p}/ p7)
nol relevant K | KaN-K)N -7 | gandom sample without replacement

IV VI
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For the expected value of the random variable 1 =u(t)

EMml=Yu(% )z or Elml = [u()f()dt (A6.39)
k —
holds, provided that the series and the integral converge absolutely. Two particular

cases of Eq. (A6.39) are:
1. uwx)=Cx,

E[Ct]= TCrf(t)dr = CE[1). (A6.40)

—o

2. u(x)=xk, which leads to the k%" moment of T,

Eft]= [thf@ydr,  k>1. (A6.41)

o

Further important properties of the mean are given by Egs. (A6.68) and (A6.69).

A6.6.2 Variance

The variance of a random variable T is a measure of the spread (or dispersion} of the
random variable around its mean E[t]. Variance is defined as

Var[t] = E[(x - E{t])2], (A6.42)
and can be computed as
Var[t]= Y. (4 — E[]? pg (A6.43)
k

for a discrete random variable, and as

Var[t] = j (t— Efx])2 f(t)dt (A6.44)

- for a continuous random variable. In both cases,
Vat[t] = E[12] - (E[t])2. (A6.45)

If E{t} or Var[t] is infinite, T is said to have an infinite variance. For arbitrary
constants C and A, Eqs. (A6.45) and (A6.40) yield

Var[CT - Al = C2 Var[1] (A6.A6)

and

R L R Y P N Lol . P B ;N ._'_1_".9' e
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Var[C]=0.
The quantity

o= m (A6.47)
is the standard deviation of Tand, for T20,
o (A6.43)
K=——
E[t]
is the coefficient of variation of T. The random variable
(tE[tD/o

has mean O and variance 1, and is a standardized random variabie.
A good understanding of the variance as a measure of dispersion is given by the
Chebyshev inequality, which states (Example A6.10) that for every >0

Var[t]
g2 °

Pr{|7- E[t][ 2 e} < (A6.49)

The Chebyshev inequality is more useful in proving convergence than as an
approximation. Further important properties of the variance are given by Egs.
(A6.70) and (A6.71).

Example A6.10
Prove the Chebyshev inequality for a continuous random variable (Eq. (A6.49)).

Solution .
For a continuous random variable T with density (1), the definition of the variance implies

B[
Pilo-Eirl oot fras | R gy
: i-Eltli=e  |t—Eltl]>¢

T ¢ —ER]? 1
< —r f(e)dt = = Varlal,
which proves Eq. (A6.49).

Generalization of the exponent in Eqs. (A6.43) and (A6.44) leads to the k' central
moment of T

E[(r—E[tDk]= [(:—E[Dtf(Dds,  k>1. (A6.50)

—an
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A6.6.3 Modal Value, Quantile, Median

In addition to the moments discussed in Appendices A6.6.1 and A6.5.2, the modal
vatue, quantile, and median are defined as follows:

i. For a continuous random variable 1, the modal value is the value of ¢ for which
f(r) reaches its maximum, the distribution of 1 is multmodal it f(z) exhibits
more than one maximum.

2. The q quantile is the value Iy for which F(t) reaches the value g,
t, = inf{z : F(f) 2 g}; in general, Fig=¢q for a continuous random variable.

3. The 0.5 quantile is the median.

A6.7 Multidimensidnal Random Variables,
Conditional Distributions

Multidimensional randem variables (random vectors) are often required in
reliability and availability investigations of repairable systems. Here, the outcome
of an experiment is an clement of the n-dimensional space X" The probability
space {Q. 7. Pr] introduced in Appendix A6.1 becomes [£", B", T1.where B”" is the
smallest event field which contains all "intervals” of the form (a3, 1-...-(a,,, b,]1 =
{¢, .t e(a, Bili=1, ..., n} Rando_:g; vectors are designated by Greek

‘letters with an arrow, i.e. 7= T Tp)s € =&y, ..., E,), ete. The probabilities
Pr{A} =Pr{T € A}, A € B define the distribution law of T. The function

F(#y v 1) = Pr{ty S8, 000 T S5} (A6.51)

where
[, o2 =lm £a)n. Nt <))

is the distribution function of the random vector © . F(, ..., 1, }is:

* monotonically nondecreasing in each variable,

» zero (in the limit) if at least one variable goes to — o,

» one (in the limit) if all variables go to o, b

* continuous from the right in each variable, b

* such that the probabilities Pr{ay <, < by, .., 4y <%y <fph com- ;| []
puted for arbitrary ay, ..., a,, 5, ..., Bywith a; < b;, are not negat- a
ive (n=2 yields for example, to Prigy <t Sh, ;<1 2hy} ¢,
= F(ay,b2) - Flay, by) — Flag,by) + Flay, by ), sce graph).
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It can be shown that every component T; of 7= (71, ..., To} is a random variable
with distribution function, marginal distribution function,

Fi(li) = PI'{TI' < fi} = Fee, ...,00, 5,00, R (A6.52)
The components 19, ..., T, of 7 are called (stochastically) independent if for any

(- B )ERR

F(y.....t) = [ E). (A6.53)
i=1

It can be shown that Eq. (A6.53) is equivalent to
a L
Pr{(z; € B)} = [1Pri(; € B))
i=1 i=l

for every B, e B".
The random vector ‘_c)=('cl, .--» Ty} is (absolutely) continuous if a function
fixy, ..., x,) 2 0 exists such that for any #,.... 1,

f L
Flty, ooos )= [ oo [£0x1, oy xp) ey .y (A6.54)

— =0

flxy, ..., x,) is the density of T and satisfies the condition

]3 ...]Sf(xl,...,xn)dxl...dx,, =1.

—ca

For any subset A € 8", it follows that

Pr{(vy, ... T €A = [ . [£0, .. )y .ty (A6.55)
A

The density of t;, marginal density, can be obtained from f(%,, ..., t,) as

)= [ [f, . t)dn o dty iy .. dty (A6.56)

—ea

The components Ty, ..., T,, of a continuous random vector T are (stochastically)
independent if and only if, for any #, ..., 1, € R.®

13
£ty 1) = [ [ R (80). (A6.57)
=1

For a two dimensional continuous random vector T = (T}, T2), the function
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f(ty | )= f;—?(—;g—) | (A6.58)

is the conditional density of 1 under the condition 7; =4 and with f|(4)>0.
Similarly fl(t1|:2) = f(t1.12}/f3(f2) is the conditional density for T given To =1.
For the marginal density of t; it follows then that

fo(n) = [fn0)dn = [RUDRG0 | n)dy. (A6.59)

—cy —cuy

Therefore, for any A € 8%

Pr{ty € A} = [ {20t = [( [l R | )y ) ez, (A6.60)
A A ==
and in particular
t {f w©a
B)=Priry$i= | By = [ [f)h | n)dyde. (A6.61)

—cn —co —oa
.

A6.8 Numerical Parameters of Random Vectors

Let_ = (T}, ..., Ty) be a random vector, and u a real-valued function in ®£7". The
expected value or mean of the random variable u{T) is

k ky
Elu(?)l = z‘ DUty gs e b ) Pl oo i) (A6.62)
q=1 iy=l
for the discrete case and
E(@N= [ oo Julths o ta) 601, ooy tgdelty oty (A6.63)

for the continuous case [A6.7, Ab.14], assuming that the series and the integral
converge absolutely.
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The conditional expected value of T, given Ty =# follows, in the continuous
case, from Eqs. (A6.36) and (A6.58) as

Bty |t =1)= [nf(] ndy. (A6.64)

—va

Thus the unconditional expected value of T, can be obtained from

Elty)= [Blty |7 =4 Mit)dy. (A6.65)

—aa

Equation (A6.65) is known as the formula of foral expectation and is useful in many
practical applications.

A6.8.1 Covariance Matrix, Correlation Coefficient

. = . ;
Assuming for T =(7,..., T,) that Var[t;l1<ee, i=1,.., n, an important rough
characterization of a random vector is the covariance matrix {@;;), where

ay = Cov[1;,1;1=El(1; - E[T;)(t; — E[1;])]

are given in the continuous case by

ag= [ .. f-BlrDe; -BElt DI, o0ty dl oy, (A6.66)

—n —o0

The diagonal elements of the covariance matrix are the variances of components ;.
i=1...,n. Elements outside the diagonal give a measure of the degree of
dependency between components (obviously a; = a;;). For v; independent of T it
a,-j- = aj,- =10 holds.

For a two dimensional random vector T = (7 ,T,), the quantity

with  o; = Varlt], i=12, (A6.67)

Pty ) = -—CO;’[T"TZI,

is the correlation coefficient of the random variables 1| and T,, provided o; <<,
i =1, 2. The main properties of the correlation coefficient are:

I |elsL

2. if Ty and T, are independent, then p=0.
3. p=1%1ifand only if 7} and T, are linearly dependent.
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A6.8.2 Further Properties of Expected Value and Variance

Let 13, ..., T, be arbitrary random variables (components of a random vector ?)
having finite variances and Ci, ..., C, constants. From Eqs. (A6.62) or {A6.63) and
(A6.40) it follows that

ElCin+.. +C, 7.1 = GElR1+... + C,E[t,]. (A6.68)
If 7y and T; are independent random variables then, from Eq. (A6.62) or (A6.63),
Efr; 71 = E[7(] E{t3]. (A6.69)

The variance of a sum of independent random variables Ty, ..., T, is obtained
from Eqs. (A6.62) or (A6.63) and (A6.69) as
Var[z +... +%,])= Var[t)]+ ... + Var[t,]. (A6.70)

For a sum of arbitrary random variables 1y, ..., T,, the variance can be obtained for
i jefl,..., n}as

Var[t) +... +T,] = Var{t{]+ ... + Var[1, ]+ ECov[t,-,rj]. (A6.71)
i#j

A6.9 Distribution of the Sum of Independent
Positive Random Variables and of 7, 7.,

Let 7; and 1, be independent non-negative arithmetic random variables with
@ =Pr{r =i}, b; =Pri{ty =i}, i=0,1,.... Cbviously, 7| +175 is also arithmetic,
and therefore

k
¢ = Prity + 15 = k) =Pr{_U0{¢1 =inTy =k-i))

3 k
= Y Priz =iPr{ty =k—i}= Y a; b ;. (A6.72)
i=0 i=0

The sequence ¢, ¢y, ... is the convolution of the sequences ay, gy, ... and by, by, ...

Now, let 1; and 15 be two independent positive continuous random variables
with distribution functions F(t), F;(¢¥) and densities 1), (¥}, respectively
(R{0)=F;(0)=0). Using Eq. (A6.55), it can be shown (Example A6.11 and Fig.
A6.4) that for the distribution of n=1;+ 7,
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Figure A64 To compute the distribution of N=1)+175 (1}.T3 >0)

!
Fo(0)=Prin<1] = [0l - x)aty (A6.73)
0
holds, and
H
£y () = [R(0fp(t - X) dx. (A6.74)
0

The extension to two independent continuous random variables T; and T, defined
over {—oo, oo) leads to

F)= [H0Re-0d  ad ()= [fx)E6E-xdx.

—a0 —aa

The right-hand side of Eq. (A6.74) represents the convalution of the densities f(7)
and f5(t), and will be denoted by

t
Ja e - nar =@ *H) (A6.75)
0

The Laplace transform (Appendix A9.7) of fn(r) is thus the product of the Laplace
transforms of f)(z) and £;(s)

fr(s) = Fi()E(s). (A6.76)

Example A6.11
Prove Eg. (AG.74).

Solution

Let 7 and 5 be two independent positive continuous random variables with distribution
functions Fj(t), Fy{f} and densities fy{t}. f3(t), respectively. From Eq. (A6.55) one obtains
using f{x,y) = f)(x)f2(y). see also the graph,
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Fp) =Prin=1 + 1y stb= [ fi(x)E(pdxdy y
x+yst f
£ r=x i
=[( [anfimd = [ K- f (x)dx
o0 0

which proves Eq. (A6.73). Eq. (A6.74) follows with F{0)=0.
A further demonstration of Eq. (A6.74) can be obtained using the 0 xoxddx 7"
formula for total expectation (Eq. (A6.65)).

Sums of positive random variables often occur in reliability theory when investig-
ating repairable systems. For n22, the density f(8) of m=1y+...+1, for
independent positive continuous random variables 1y, ..., T,, follows as

() =f() * ...+ £,(1). (A6.77)

Example A6.12

Twao machines are used to increase the reliability of a system. The first is switched on at time
¢ =0, and the second at the time of failure of the first one, standby redundancy. The failure-free
operating times of the machines, denoted by 7, and Ty are independent exponentially distributed
with parameter A (Eq. A6.81)). What is the reliability function of the system?

Solution
From Rg{¢) = Pr{t| + Ty >r}=1-Pr{t| + T3 £¢} and Eq, (A6.73) it follows that

'
Rg(ty=1-fhed¥Q-eMi-2N)dr = M L h e,
0
R () gives the probability that no failures {e~M) or exactly one failure (h‘e_‘u) occurs in the
interval (0, r1, see also Eq. (A7.39) with n=0 and n=1.

Other important distribution functions for reliability analyses are the minimum
Tmin a0d maximum Tpy,, of a finite set of positive, independent random variables
Ts vos Ty (for instance as failure-free operating time of a series and of a parallel
l-out-of-n system, respectively). If 7,..., T, are independent positive random
variables with distribution functions F;(f) =Pr{t; 1], i=1,..., n, then

' Pr{tyin >t} =Prlt; >1 ... "1, > = [ [(1-E(e)), (A6.78)
i=1
and
n
Pritg, <} =Priny<tn..n1, <t =T]RO. (A6.79)
i=1

It can be noted that the failure rate related to Ty, is given by
Aglty=Mit)+ ... + 2,00, . (A6.80)
where A (¢) is the failure rate related to F:(¢}, sec Eqs. (A6.78) and (A6.28).
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A6.10 Distribution Functions used
in Reliability Analyses

This section introduces the most important distribution functions used in quality
control and reliability analyses, see Table A6.1 for a summary.

A6.10.1 Exponential Distribution

A continuous positive random variable T has an exponential distribution if

F()=1-¢"*", 120, A>0. (A6.81)
The density is given by
f(t) = he >, 120, A0, (A6.82)

and the failure rate (Eq. (A6.27)) by

AMoy=A. (A6.83)
The mean and the variance can be obtained from Eqs. (A6.38) and (A6.44) as
E[1] = 1 (A6.34)
A
and
1
Var[t] = Z (A6.85)
The Laplace transform of f(t) is, according to Table A%.7,
. *
fls)= . AB.86
(8) Py ( )
Example A6.13

The failure-free operating time © of an assembly is exponentially distributed with A =10-3 b1,
What is the probability of © being (i} over 2,000, {ii) over 20,000h, (iii) over 100,000h,
(iv) between 20,000h and 100,000k 7

Sohution

From Egs. (A5.81), (A6.26) and (A6.20) one cbtains
@ Pr(t>2,000h} = ¢ %% « 098,

@) Pr{t> 20,000k} = £ %% ~ 0.319,

(iii) Pr{v > 100,000h) = Pr{x > 1/A = E[t]} = ¢~ = 0.368,
(iv) Pr{20,000h < 7 <100,000h) = £ 92— "1 ~ 0451,
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For an exponential distribution, the failure rate is consiant (time-independent)
and equal to A. This important property is a characteristic of the exponential
distribution and does not appear with any other continuous distribution. It greatly
simplifies calculation because of the following properties:

1. Memoryless property: Assuming that the failure-free operating time is
exponentially distributed and knowing that the item is functioning at the present
time, its behavior in the future will not depend on how long it has already been
operating. In particular, the probability that it will fail in the next time interval
8t is constant and equat to Ad¢. This is a consequence of Eq. (A6.29)

Prit>t+1xy| 1> 5} = . (A6.87)

2. Constant failure rate at system level: If a system without redundancy consists of
the elements E), ..., E, and the failure-free operating times 1, ..., T, of these
elements are independent and exponentially distributed with parameters
Afs ---» Ay then, according to Eq. (A6.78), the system failure rate is also constant
(time-independent) and equal to the sum of the failure rates of its elements

Re(t)=eMi gt =g 5!, with Ag=A +...+A,.  (AG.88)

It should be noted that the expression Ag =Y }; is a characteristic of the series
model with independent elements, and also remains true for the time-dependent
failure rates A; = A;(t), see Eqs. (A6.80) and (2.16).

A6.10.2 Weibull Distribution

The Weibull distribution can be considered as a generalization of the exponential
distribution. A continuous positive random variable T has a Weibull distribution if

- F®=1- 0P (20, AB>0. (A6.89)
The density is given by
g
f(5) = ABQLPle 7, 120, AMB>0, (A6.90)

and the failure rate (Eq. (A6.27)) by
Ay =BAAHP . (A6.91)

A is the scale parameter (F(t) depends on Af only) and B the shape parameter.
B =1 yields the exponential distribution. For fi> 1, the failure rate A(f) increases
monotonically, with A(0)=0 and A{=)=e. For B<l, Mt) decreases
monotonically, with A(0)= o and A{ec)=0. The mean and the variance are given
by
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Bz =~ (A692)
and

Varfr = T4+ 2/5);;2(1 +1/B) (A693)
where

I'(z) = Ixz']e"dx (A6.94)

is the complete gamma function (Appendix A9.6). The coefficient of variation
« = /Var[t} /E[t]=6/E[1] is plotted in Fig.4.5. For a given E[1], the density of the
Weibull distribution becomes peaked with increasing B. An analytical expression
for the Laplace iransform of the Weibull distribution function does not exist.

For a system without redundancy (series model) whose elements have
independent failure-free operating times 7y, ..., 7, distributed according to Eq.
(A6.89), the reliabitity function is given by

Ryt = (e @0y = 0P, (A6.95)
withA' =A% . Thus, the failure-free operating time of the system has a Weibull
distribution with parameters A' and .

The Weibull distribution with > 1 often occurs in applications as a distribution
of the failure-free operating times of components which are subject to wearout
and/or fatigue (lamps, relays, mechanical components, etc.). It was introduced by
W. Weibull in 1951, related to investigations on fatigue in metals [A6.20]. B.W.
Gredenko showed that a Weibull distribution occurs as one of the extreme vaine
distributions for the smallest of n (n — oo) independent random variables with the
same distribution function (Weibull-Gnedenko distribution [A6.7, A6.81).

The Weibull distribution is often given with the parameter o = »* instead of A
or also with three parameters

F()=1- e‘“"“’)’ﬂ, 12y, YA PB>0. (A6.96)

Example A6.14

Shows that for a three parameter Weibull distribution the time scale parameter Y too can be
determined {graphicalty) on a Weibull probability chast, e.g. for the empirical evaluation of data.

Solution

In the system of coordinates log,(r)y and log,, log, {1/l - F{£))} the two parameter Weibull
distribution function (Eq. (A6.89)) appears as a straight line, allowing a graphical determination
of kand § (see Eq.(A8.16) and Fig.A8.2). The three parameter Weibull distribution {Eq.{A6.96))
Icads to a concave curve. In this case, for two arbitrery points ¢ and t3 > £ it holds for the mean
point on the scale log,g logy, (1/(1 - F(1))), defining £, that log,(r, —} + log,o(t; —¥) =
2log,, (2, — W), see Eq. (A8.16), the identity a + (b - )2 = (a + b}/2, and Fig. A8.2. From
this, (¢ = W) — ¥) = (4 — W)? and Y=gty ~ 12105 +42—21,,), 8s function of 1,,t5.4,,.



368 A6 Basic Probability Theary

A6.10.3 Gamma Distribution, Erlangian Distribution,
and y? Distribution

A continuous posgitive random variable T has a Gamma distribution if

At
F()=Prit<t} = % [ xPlem%dx, £20, APB>0. (A69T)
0

T is the complete Gamma function defined by Eq. (A6.94). The right-hand side of
Eq. (A6.97) is the incomplete Gamma function with argument A¢ (Appendix A9.6).
The density of the Garnma distribution is given by

B-1
("lf(’m M 120, Mp>0 (A6.98)

and the failure rate is calculated from A(#) = £()/(1—- F(f}). A(¢#) is constant (time-
independent) for B=1, monotonically decreasing for B<1 and monotonicaily
increasing for f>1. However, in contrast to the Weibull distribution, A(z) always
converges to A for  — oo, see Table AG.1 for an example. A Gamma distribution
with B <1 mixed with a three-parameter Weibull distribution (Eq. (A6.34)) can be
used as an approximation to the distribution function for an item with failure rate as
the bathrub curve given in Fig. 1.2,
The mean and the variance of the Gamma distribution are given by

f() =2

E[t]= B

5 (A6.99)
and
Var[t] = % (A6.100)
The Laplace transform (Table A9.7) of the Gamma distribution density is
f(s) = ¥ ) (A6.101)
s+ 1P

From Eqs. (A6.101) and (A6.76), it follows that the sum of two independent
Gamma-distributed random variables with parameters A, B; and A, B, has a Gamma
distribution with parameters A, B +B;.

Example A6.15
Let the random variables T, and T; be independent and distributed according to a Gamma
distribution with the parameters A and B.’ Determine the density of the sum 1 = 1) + 3.
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Solution
According Eq. (A6.98), 7; and 1, have the density ) = l(lt)ﬂ'le"‘-’ IT({H). The Laplace
transform of £(r) is f(s) =P /(s +1)P (Table AS.7). From Eq. (A6.76), the Laptace transform of
the density of 1 =1 + 1, follows as fn(s) =X2B /(s +2)2B. The random variable n=1+1p
thus has a Gamma distribution with parameters A and 2f8. The generalization to the sum of
Ty + ... + 7T, leads to a Gamma distribution with parameters A and nfl.

For 8 =n=2,3,..., the Gamma distribution given by Eq. (A6.97) leads to an
Erlangian distribution with parameters A and n. Taking into account Eq. (A6.77)
and comparing the Laplace transform of the exponential distribution A /(s +1) with
that of the Erlangian distribution (A /(s + A))", leads to the following conclusion:

If © is Erlang distributed with parameters & and n, then 1 can be considered
as the sum of n independent, exponentially distributed random variables with
parameter b, ie. T=1+... +1, with Pr{t; £+ =1 —e M i=1,..n

The distribution function F(¢) of the Eriangian distribution is obtained by partial
integration of the right-hand side of Eq. (A6.97), with = n. This leads to

"_l(lf)f o
F(ry=Pr{t)+...+1, St} =1- 3 e, 120, A>0. (A6.102)
=0 "

When A=1/2 and B=v/2, v=1,2,..., then the Gamma distribution given by
Eq. (A6.97) is a chi-square distribution (* distdbution) with v degrees of freedom.
The corresponding random variable is denoted 7(,3 The chi-square distribution with
v degrees of freedom is thus given by

¢ v, X
F(r)=Pr{xf,St}=-vl—J'x2 e 2dx, 20, v=172 .. (A6.103)
2v 0
2 ['(2)
From Eqgs. (A6.97), (A6.102), and (A6.103) it fotlows that
2A(T . Ty (A6.104)

has a %’ distribution with v=2n degrees of freedom. 1If ..., are

independent, normally distributed random variables with mean m and variance o2,
then

] n
EE‘E@;‘ ~m)?

i=1

is x2 distributed with n degrees of freedom. The above considerations show the
importance of the x* distribution in mathematical statistics. The %* distribution
is also used to compute the Poisson distribution (Eq.(A6.102) with n=v/2 and
A =172 or Eq. (A6.126) with k=v/2~1 and m =1/2, see also Table A9.2),
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A6.10.4 Normal Distribution

A commonly used distribution function, in theory and practice, is the normal distri-
bution, or Gaussian distribution. The random variable T has a normal distribution if

.l—_l’ﬂ
J‘ _;]’e
e _xfﬁm

The density of the normal distribution is given by

_ Ly rr') 2

T g —ectm<o, 05 0. (A6.105)

F()=

e

f(5)= e , —wgt,me=, a>»0. (A6.100)

The failure rate is calculated from A{t) = f(£) /(1 - F()). The mean and variance are

E[t]l=m {A6.107)
and

Var(t] =62, ' (A6.108)

respectively. The density of the normal distribution is symmetric with respect to the
line x =m. Its width depends upon the variance. The area under the density curve
is equal to (Table AS.T)

= 0.683 for the interval m t o
» 0.954 for the interval mt 2o
* .997 for the interval m*3a0.

Obviously, a normally distributed random variable assumes values from —ee 0 +eo,
However, for m> 3¢ it can be considered as a positive random variable in practical
applications. If T is normally distributed with parameters m and ©2, then (t—m)/o
is normally distributed with parameters 0 and 1, which is the standard normal
distribution, often represented by @(1)

. 2
o) = J._Ie 2 gy, (A6.109)

If 1, and T, are independent, normally distributed random variables with
parameters my and ©F, mp and ;. respectwely, then =1 +7; is normally
distributed with parameters my +m, and o} +0; (Example A6.16). This rule
can be generalized to the sum of n independent normally distributed random
variables, a result which can be extended to dependent normally distributed random
variables (Example A6.16). '

A6.10 Distribution Functions used in Reliability Analyses N

Example A6.16

Let the random variables 1; and 12 be stausncally independent and normally distributed with
means ry and my and variances 51 and 02 Determine the density of the sum =1 +1;.

Solution
According to Eq. (A6.74), the density of 1= 7| + T follows as
((14m1 )2 (1—x—nmt3 )2
T ad 202
[e :
2no, 04 2,

folt) =

dx.
With u = x-m, v=1—-m, —m,, and taking into consideration

2
2 2 {2, 2 2
* (v —u) dya +o Vg v
+ ={ L2 1 } +

o) 5 6,92 0,40’ +0° o} +cr§'
the result
_-my-my)?
wa;e 2c?+0d)

\/ﬁ«folz + a§

is obiained. Thus the sum of independent normally distributed random variables is also normalty
distributed with mean s +mq and variance G% + Ug If 7y and Ty are statistically dependent,
then the chstnbuuon ﬁmctlon of 1, +1; is still a normal distribution with m=m, +#my, but
with variance 0° = “1 +03 +2p0, 0y, where p is the correlation coefficient as defined in

Eq. (A6.67).

The normal distribution often occurs in practical applications because the distrib-
ution function of the sum of a Jarge number of statistically independent random
variables converges to a normal distribution under relatively general conditions
{central limit theorem, Eq. (A6.148)).

A6.10.5 Lognormal Distribution

A continuous positive random variable T has 2 lognormal distribution if its
logarithm is normally distributed (Example A6.17). For the lognormal distribution,

in(A £)

Lo _ﬂn(ly»z g
Fl)= = 20 gy 2 @y =P n(iry/ 20, A,0>0.
© Gﬁj;ye %= i UnAn/d), 20, Ao>

(A6.110)
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The density is given by
t=—2_e 2, £20, Aa>0. (A6.111)

ta2n

The failure rate is calculated from A(r) = f(£)/(1 - F(#)), see Table A6.1 for an
example. The mean and the variance of T are

Gl iz
Bt} = & (A6.112)
and
29° _eo2
Varlt] = 7. (A6.113)

respectively. The density of the lognormal distribution has the important property
that it is practically zero at the origin, increases rapidly to a maximum, and then
decreases relatively quickly (Fig. 4.2). The lognormal distribution function is
therefore suitable for modeling repair times (Section 4.1). Tt is also often used as a
distribution function for the failure-free operating time of components in
accelerated reliability testing (Section 7.4) as well as in cases where a large number
of statistically independent random variables are combined together in a
mulriplicative fashion {(additive for =InT, i.e. for the normal distribution).

Example A6.17
Show that the logarithm of a lognormally distributed random variable T =Int is normally
distributed.
Solation
For
_ (n+luiy?

2
2
(1) = °
2:1.

Equation (A6.33), with u(r)=Inz and v '(r) = ¢', yields
_a#ar)? _+ind)? _-m)?

2 1 2 1
f,](t)— 2o er = e 20 = e 2¢

,J;u gafin a -\/ﬁ
with In(1/1)=m. This method can be used for other fransformarions, for example:
u(t) = e Normal distribution — lognormal distribution
u() =% . Weibuli distribution — Exponential distribution
u() =& :  Expooential distribution —» Weibull distribution
l.l(f)=F.q- ](I): Uniform distribution (Eg. (A6.114)} in the interval [0, 1] — F.n(t).
Tn Monte Carlo simulations, algorithms more sophisticafedman F,{l(:) are often used.

A6.10 Distribution Functions used in Reliability Analyses 373
A6.10.6 Uniform Distribution

A random variable t is uniformly (or rectangularly) distributed in the interval [a, b]
if it has the distribution function

0 ftga
Fl)=Pr{t<s) = :‘; fa<i<h (A6.114)
1 atherwise.
The density is then given by
f(r)=b1a for a<t<bh.

The uniform distribution is a particular case of the geometric probabilities
introduced by Eq. (A6.3}, but for KR! instead of ®2. Because of the property
mentioned at the end of Example AG.17, the uniform distribution in the interval
[0, 1] plays an important role in simulation problems.

A6.10.7 Binomial Distribution

Consider a trial in which the only outcome is either a given event A or its
complement A . This outcome can be represented by a random variable of the form

5 1 if A ocours A61L
“io otherwise. (A6.115)

8 is called a Bernoulli variable. If

Pl_'{ﬁzl}:p and Prif=0}=1-p, (A6.116)
then

E[8]=1p+0{1-p)=p, (A6.117)
and :

Var[8] = E[62]-E2[8]=p- p? =p{l-p). (A6.118)

An infinite sequence of independent Bernoulli variables
81,8,

with the same probability Pi{§; =1} =p, i 21, is called a Bernoulli mode! or a
sequence of Bernoulli trials. The sequence 8y, 85, ... describes, for example, the
model of the repeated sampling of a component from a lot of size N, with K
defective components (p= K/N) such that the component is returned to the lot
after testing (sample with replacement). The random variable
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C=0;+..+8, (A6.119)

is the number of ones occurring in r Bernoulli trials. The distribution of £ is given
by

=Pl =k}= Op(l ", k=0,..,n 0<p<l. (A6.120)

Equation (A6.120) is the binomial distribution. { is obviously an arithmetic random
variable taking on values in {0,1,..., n} with probabilities p.- To prove Eq.
(A6.120), consider that

PrA-py k=P =1n.. N8 =1nd; =0 ...n 5, =0)

is the probability of the event A occurring in the first k trials and not occurring in the
n—k following trials {8, ..., 8, are independent); furthermore in » trials there are

(n] n! u(n ...(n—-k+0D)
kDoRln-k) k!

different possibilities of occurrence of k ones and n — k zeros, the addition theorem
(Eq. (A6.11)) then leads to Eq. (A6.120).

Example A6.18

A populated printed circuit board (PCB) contains 30 ICs. These are. taken from a shipment in
which the probability of each IC being defective is constant and equal to 1%. What are the
probabilities that the PCB contains (i) no defective ICs, (ii) exactly one defective IC, and {iii)
more than one defective 1C?

Solution
From Eq. {A6.120) with p=0.01,

i pp=09939=074,
(i) py =30-0.01-0.9929 = 0.224,
Gii) Py + ... + pag =1—pg— py = 0.036,

Knowing p; and assuming C; = costforirepairs (because of i defective ICs) it is easy (o
_calculate the mean C of the total cost caused by the defective ICs (C=p G+ ... + P Cap)
and thus to develop a rest strategy based on cost considerations (Section 8.5).

For the random variable § defined by Eq. (A6.119) it follows that
Eomy . »
Pri{<k)= E(Jp’(l—p)" ! k=0,.,n, CG<p<l, (A6.121)
i=0

E[l=np, (A6.122)
Var({{)=np(- p). (A6.123)

R —
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Example A6.19
Determine the mean and the variance of a binomially distributed random variable with parameters
nand p.

Solution
Considering the independence of §;, ..., §,,, the definition of { (Eq. (A6.119)}, and from Eqgs,
{A6.117} and (A6.118) it follows that

E[L]=E[By]+... +El8, 1=np

and
Var[f)] = Var[8;]+ ... + Var[8,] =n p(1- p).

A further demonstration follows, as for Example A6.20, by considering that

n i) -
Zk(:)p*u—p)"-*=np2(:_] k=1q1- p)"-*—an }p(l pi=np.
k=1 k=1

For large n, the binomial distribution converges to the normal distribution {Eg.
(A6.149)). The convergence is good for min(n p, n(l — p))= 5. For small values of
p. the Poisson approximation (Eq. (A6.129)) can be used. Calculations of Eq.
(A6.120} can be based upon the relationship between the binomial and the beta or
the Fisher distribution (Appendix A9.4},

Generalization of Eq. (A6.120) for the case where one of the events 4;,..., A,
can occur with probability py,..., py at every trial, leads to the multinomial
distribution

Priin n trials Ay occurs & times, ...,

1 , k,
Ay occurs ky, times) = kl'—nk—-_‘plkl v Pt s {A6.124)
Vo k!

with &y +...+ky, =nand py+... + p, =1.

A6.10.8 Poisson Distribution

The arithmetic random variable £ has a Poisson distribution if

k
pk=Pr{§=k]=%-e'"', k=0,1.., m>0 (A6.125)
and thus
k i
Pri{<#l= 3¢, k=0,1,.... m>0. (A6.126)
- I' . .
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The mean and the variance of § are

{A6.127
E[(]=m
and

Var{{]=m. (A6.128)

The Poisson distribution often occurs in connection with exponentially
distributed failure-free operating times, since Eq. (A6.125) with m = At gives the
probability of exactly & failures in the time interval (0, 1, see Eq. (A7.39).

The Poisson distribution is also used as an approximation of the binomial
distribution for n—> and p—0 such that np=m< o, To prove this
convergence, called the Poisson approximation, set m=np, Eq. (A6.120) then
yields

an=1)_. (n—k+) m* m__,

n-t= - mo "
e k)l( - ) n" k! a ")

o=

1
—-h a2 *(1 —)" -,
n n

from which (for k <« and m = np < o0} it follows that

k .
lim p, _”‘Te m m=np. (A6.129)

n—po !
Using partial integration one can show that

"mi,m lmkAy 1 th_,;_

Eu?e :I—Egy e dy:1~W£x e Ydx. (A6.130)
The right-hand side of Eq. (A6.130) is a special case of the chi-square distribution
(Eq. (A6.103) with v/2=Fk+1and 1 =2m). A table of the chi-square distribution
can then be used for numerical evaluation of the Poisson distribution (Table A9.2).

Example A6.20
Determine the mean and the variance of a Poisson-distributed random variable.
Solution
From Egs. (A6.35) and (A6.125),
o ml’ o k—l i
Elfl= Y k—e —e M=m
¢ k§0 k! 2:" (k- I)| E{] il

Sirnilarly, from Egs. (A6.45), (A6.41), and (A6.125),
-k ot
Varf{] = Ekz’le m_? =¥ [k (k- 1)+k}—e -
k! k=0
o ko2 w i
=¥m '"’+m—m2=m22-@.—e—m+m—m =m.
k=2 (k 2)! i=o !
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A6.10.9 Geometric Distribution
Let §;,8;.... be a sequence of independent Bernoulli variables resulting from

Bernoulli trials. The arithmetic random variable { defining the number of trials to
the first occurrence of the event A has a geometric distribution given by

g =Pri{ =k} = p— p*~, k=12,.., O<p<l (A6.131)

Equation {A6.131) foliows from the definition of Bernoulli variables 8; (Eq.
(A6.115))

P =Prii=k=Pr(8;=0n...n8,_ =08, =} =(1-p}*p.

The geometric distribution is the only discrete distribution which exhibits the
memoryless property, as does the exponential distribution for the continuous case.
In fact, from Pr{{ > k) = Pr{, =0~ ... "3, = 0} = (1 - p)*and, for any k and j > 0,
it follows that

(L-p*7 ;
Pr{(;>k+;k§>k} —-—l'*-*-——(l—p)".
- p)

The failure rate (Eq. (A6.31)) is time independent and given by
1- pt!
AMpy= P4
= =7

For the distribution function of the random variable  defined by Eq. (A6.131)} one
obtains

{A6.132)

&
Pri{<kl=3 pi=1-Pr{{ >k} =1-(1- p)*. (A6.133)
i=1

Mean and variance are then (with Emc —xl(l—x) and Zn x ~x(1+x)l(1—x)3,x <)
n=1

E[f]= ; (A6.134)
and

Var[] = l;—z”. (A6.135)

If Bernonlli trials are carried out at regular intervals Ar, then Eq. (A6.133)
provides the distribution function of the number of time units Az between successive
occurrences of the event A under consideration; for example, breakdown of a
capacitor, interference pulse in a dlgltal neiwork, etc.

Often the geometric distribution is consxdered with p, = p(l p) k=0,L,..,
in this case E{{]=(1- p)/ p and Varl§]= (1 - p)/ p". :
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A6.10.10 Hypergeometric Distribation

The kypergeomeiric distribution describes the model of a random sample without
replacement. For example, if it is known that there are exactly X defective

components in a lot of size ¥, then the probability of finding & defective components
in a random sample of size n is given by

K\fN-K
kM n-k
N *
n
Equation (A6.136) defines the hypergeometric distribution. Since for fixed n and &
(0<k<n)

=Pl =k} = k=0,.., min(K,x}. (A6.136)

/]
lim PI{C=k}=[ )pk(l—p)"'k. with p= =
N—poo k N

the hypergeometric distribution can, for large N, be approximated by the binormial
distribution with p = K/~. For the random variable { defined by Eq. (A6.136) it

follows that
( KJ ( . K)
k| . ,
] n-—-i

Pri{ <k} = Z;«)—N , k=0,..,n 0<p<l, (A6.137)
50
n
EfC}= nﬁ, (A6.138)
and _
varg= £V - KN =) (A6.139)

NYN -1

A6.11 Limit Theorems

Limir theorems are of great importance in practical applications because they can be
used to find approximations with the help of known (tabulated) distributions. Two
important cases will be discussed in this section, the law of large numbers and the
central limit theorem. The law of large numbers provides additional justification for

A6.11 Limit Theorems 379

the construction of probability theory on the basis of relative frequencies. The
central limit theorem shows that the normal distribution can be used as an
approximation in many practical situations.

A6.11.1 Law of Large Numbers

Two notions used with the law of large numbers are convergence in probability and
convergence with probability one. Let {j, (3, ..., and { be random variables on a
probability space [, F, Pr]. {, converge in probability to { if for arbitrary £> 0

limPr{|E, -&|>€}=0 (A6.140)
holds. {, converge to { with probability one if

Prlim &, = £}=1. (A6.141)

The convergence with probability one is also called convergence almost sure (a.s.).
An equivalent condition for Eq. (A6.141) is

lim Prisup |z —{[>€}=0, (A6.142)
A—ee kzn

for any €>0. This clarifies the difference between Eq. {A6.140) and the stronger
condition given by Eq. (A6.141).

Let us now consider an infinite sequence of Bernoulli trials (Eqgs. (A6.113),
(A6.119), and (A6.120)), with parameter p="Pr{A}, and let S, be the number of
occurrences of the event A in n trials

S;=08,+...48,. {A6.143)

The quantity S, /» is the relative frequency of the occurrence of A in # independent
trials. The weak law of large numbers states that for every £>0,

lim Pr[|S—"—p|>E]=0. (A6.144)
n—boo n

Equation (A6.144) is a direct consequence of Chebyshev's inequality (Eg. (A6.49))..
Similarly, for a sequence of independent identically distributed random variables
Ty, Ty, With mean E[1;]1=a and variance Var[t;]=02 <o (i=1,...,n),

n
lim Pr{l(er,-)—ape}:o. (A6.145)

o0 n i=1
According to Eq. (A6.144), the sequence S,/n corverges in probability to
p=Pr{A}. Moreover, according to the Eq. (A6.145), the arithmetic mean
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(4 +... +1y)/n of nindependent observations of the random variable T (with a
finite variance) converges in probability to E[1). Therefore, p=38,/n and
a=(y+...+14,)/ n arc consisient estimates of p=Pr{A} and a = E[7], respectively
(Appendix AB.l1 and AR.2). Equation (A6.143) is also a direct consequence of
Chebyshev's inequality.

A firmer statement than the weak law of large numbers is given by the strong
law of large numbers,

Pr{lim S _ =1
{ﬂ_m - = pl=1 {A6.146)

According to Eq. (A6.146), the relative frequency S, /n converges with probability
one (a.s.) to p=Pr{A}. Similarly, for a sequence of independent identically
distributed random variables t;,_.,T,, with mean E{t;]=a and variance
Var[t;]=02 <o0 (i=1,2,...),

. 1a
Prilim = ¥1;, =a}l=1. (A6.147)

=y 1)

The proof of the strong law of large numbers (A6.146) and (A6.147) is more
laborious than that of the weak law of large numbers, see e.g. [A6.6 (vol. II), A6.7,
A6.12].

A6.11.2 Central Limit Theorem

Let 7, 175, ... be independent, identically distributed random variables with mean

Efr;]1=a and variance Var|{t;]=02 <o, i=1,2,.... Forevery f <o,
n
2T —na | it
lim Pr{=L <t} = [e 2ax (A6.148)

. <l

m=e g.fn 21 e
Equation (A6.148) is the central limit theorem. It says that for large values of n, the
distribution function of the sum T; + ... + T, can be approximated by the normal di-
stribution with mean E[t) + ... + T,] = nE[t;] = na and variance Var[t) +... +7,1=
nVar[7;]=na2. The central limit theorem is of great theoretical and practical im-
portance, in probability theory and mathematical statistics. Tt includes the integral
Laplace theorem (also known as the De Moivre-Laplace theorem) for the case
where 1; = §; are Bemoulli variables,

iai_"P 1 _ii
lim Pr{ =L <tl= 2y,
Rpoo {ana—p) I Jﬁje (A6_‘149)

—o
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_iﬁ ; is the random variable { in Eq. (46.120) for the binomial distribution, i it is
t‘];cl: total number of occurrences of the event considered in n Bernoulli trials. From
Eq. (A6.149) it follows that for n—5 =
» n !
s, | rtep £
Pri(*—-p)<y} - [ e ?dn nom

or (for each given £ >0)

n neE
25‘- Jnp(l-p} _fi
ﬁ[‘flﬁ__plgg}-—) E J‘ e 2ar, no . (A6.150)
0

Seming the right-hand side of Eq. (A6.150) equal to y allows determination of the
number of trials » for given ¥, p, and € which are necessary to fulfill the inequality
|(51 +utb Ma—p | < ¢ with a probability y. This result is important for reliability
investigations using Monte Carlo simulations, see also Eq. (A8.43).

The central limit theorem can be generalized under weak conditions to the sum
of independent random variables with different distribution functions [A6.6 (Vol.
I, A6.7], the meaning of these conditions being that each individual standardized
random variable (t; - E[1;])/.{Var[r;] provides a small contribution to the
standardized sum (Lindeberg conditions).

Example A6.21

Determine (for instznce in the context of Monre Carlo simulations) the number of trials necessary
to estimate an unknown probability p with a confidence interval of length < 2€ and a confidence
level approximately equal to {but not lower than) y.

Solution
From Bq. (A6.150) it follows that for 2& = j,, — p; and n—> e

n ne

Eai 9 Jrpa-p) _ﬁ
Pr{|=—-p|se}=— | e Tde=y.
fer o
Therefore,
ne ne 2
2
1|’"PU‘Pj * np(l-p x
! e 2dr=2 or : _[ e Tar=0s+l-12Y
T2 2 T2 2
e R
aryd thus ﬂﬁfm=1(1+.‘.)’2, from which
Hlvryi2
n= (22— p, (A6.151)

where i is the (1 + 1Y)/ quantile of the standard normal distribution ®{¢) (Eq. (A6.109),
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~ Appendix A9.1). The number of trials n depend on the value of p and is a maximum (g, , ) for
p=0.5. The following table gives my,, for different values of £ and ¥

2e=p,-fy 0.1 (€ =0.05) 0.05 (e = 0.025)
¥ 08 09 095 08 09 095
tey)i2 1.282  1.645 1.960 1282 1645 1960
L 164 271 384 657 1082 1,537
Example A6.22

The series production of a given assembly requizes 5,000 ICs of a particular type. 0.5% of these
ICs are defective. How many ICs must be bought in order to be able to produce the series with a
probability of ¥y =0.99?

Solation
Setting p = Pr{IC good} = 0,993, the minimum value of # satisfying

L)
Pr{3.8; > 5,000} 2 099 = y
j=]

must be found. Rearrangement of Eq. (A6.149), setting = ty. leads to

II f —y Iz

hmPr{ZS:»:l Jfnpa- )+np}-"--— Ie zdx—l——_[ e 2ax=v,
V2= Vs

i=l r hy

. where H—y denotes the 1-y quantile of the standard normal distribution () given by Eq.
(A6.109) or Table A9.1. For ¥ = (.99 one obtains from Table A9.1 fhy =fo01= -2.33, With
p=10.995, it follows that

=233.4/r:0.995.0.005 + (.995a = 5,000.

Thus, n=35,037 ICs must be bought (if only 5,025 = 5,000 + 5,000-0.005 ICs were ordered,
then 1, , =0 and y = 0.5).

Example A6.23

Electronic components are delivered with a defective probability p=0.1%. (i) How large is the
probability of having exactly B defective components in a (homogeneous) lot of size n=5,0007
(i) In which interval [%;, k3] around the mean value ap =35 will the aumber of defective
components lie in a lot of size A= 5,000 with a probability ¥ as near as possible to 0.95 ?

Solution
(i) The use of the Poisson approximation (Eq. (A6.129)) leads to
]

P %[-e_s = 0.06528,

Ab.11

€]
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the exact value {obtained with Eq. (A6.120%) being 0.06527, For comparison, the following
are the values of p; obtained with the Poisson approximation (Eq. (A6.129)) in the first row
and the exact values from Eq. {A6.120) in the second row

k= 0 1 2 3 4 5 6 7 8 9
pe= 0007 0034 0084 0140 0175 0175 0.146 0.104 0065 0.036

py= 0007 0034 0084 0140 0176 0176 0.146 0.104 Q065 0.036

From the above table one recognizes that the interval [k ,4,] = [1, 9] is centered on the mean
value n p=5 and satisfy the condition "¥ as near as possible to 0.95" (Y =p;+py +.. + iy
=096} A good approximation for & and k,can also be obtained using Eq. (A6.151) to
determine € by givenp, #, and f,.)/2

_ Japll-p)
n

W144) /2> (A6.152)

where #14y)s2 is the (1+y)/2 quantile of the standard normal distribution (7}
(Eq. (A6.109)). Equation (A6.152) is a consequence of Eq. (A6.150) by consideting that

2 2

.l'

—I 2_d.nc ¥ yield o —-—Ie 2d.t 05+7/2 =—Y,
I|I 2

from which,

aclfnp-pp=A= a2

Withy =095, Ieyyr2 = logrs = 196 (Table A9.1}, »=5,000, and p = 0.001 one
obtains nE =438, yielding k, =np—ne =062 (= 0)and k; = np+ne =938 (£n).
The same solution is alse given by Eq. (A8.43)

kyy =npLbafnpl-p,

considering b = t(h.”m.



A7 Basic Stochastic Process Theory

Stochastic processes are powerful tools for the investigation of the reliability and
availability of repairable equipment and systems. They can be considered as
families of time-dependent random variables or as random functions in time, and
thus have a theoretical foundation based on probability theory (Appendix A6). The
use of stochastic processes allows the analysis of the influence of the failure-free
operating and repair time distributions of elements, as well as of the system's
structure, repair strategy, and logistical support, on the reliability and availability of
a given system. Considering the applications given in Chapter 6, and for reasons
of mathematical tractability, this appendix mainly deals with regenerative
stochastic processes with a finite state space, to which belong renewal processes,
Marikov processes, semi-Markov processes, and semi-regenerative processes.
The theoretical presentation will be supported by examples taken from practical
applications, This appendix is a compendium of the theory of stochastic processes,
consistent from a mathematical point of view but still with engineering applications
in ming, :

A7.1 Introduction

Stochastic processes are mathematical models for random phenomena evolving over
time, such as the time behavior of repairable systems, the number of calis in a
telephone exchange, or the noise voltage of a diode. They are designated here by
Greek letters £(1), (1), (@), v(fetc.

Consider the time behavior of a systemn subject to random influences and let T be
the time interval of interest, e.g. T =[0, =}. The set of possible states of the system,
i.e. the stare space, is assumed to be a subset of the set of real numbers. The state of
the system at a given time #q is thus a random variable £(zp). The random variables
E(t), t € T, may be arbitrarily coupled together. However, for any n=1, 2, ..., and
arbitrary values #,...,1, €T, the existence of the n-dimensional distribution

function (Bq. (A6.51)}
FUxp, ooy X by oo 8) = PHED S 21, o E() S X} (A1)
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is assumexd. £(3), ..., §(t,) are thus the componenis of a random vecror f(r). It can
be shown that the family of n-dimensional distribution functions (Eg. (A7.1))
satisfies the consistency condition

Flxps o Xgaom, oo oy Biaps oo ) = FOXOL o X s B )y ke

and the symmetry condition

F(x,-l, ceny J:!'".!,'l, . .fl'")= F(Il, R e 1 ....In),
L ell,...,n}, l'j #i, for j£i,

Conversely, if a family of distribution functions F(xy, ..., x,. 1. .... f;) satisfying the
above consistency and symmetry conditions is given, then according to a theorem of
A N. Kolmogorov [A6.10], a distribution law on a suitable event field &T of the
space % T consisting of all real functions on T exists. This distribution law is the
distribution of a random function E(f), t €T, usually referred to as a stochastic
process. The time function resulting from a particular experiment is called a sample
path or realization of the stochastic process. All sample paths are in £7, however
the set of sample paths for a particular stochastic process can be significantly
smaller than ® T, e.g. consisting only of increasing step functions. In the case of
discrete time, the notion of a sequence of random variables &,, n€T is generally
used. The concept of a stochastic process generalizes the concept of a random
variable introduced in Appendix A6.5. If the random variables £(¢) are defined as
measurable functions &(f) = E(t, ®), 1€ T, on a given probability space [£2, ¥, Pr]
then

F(x), .0, Xgo b, o b)) =Prior: E(f )< xy, .., Bty 0) < ),

and the consistency and symmetry conditions are fulfilled. ® represents the random .
influence. The function E(t,w), teT, is for a given @ a reglization of the
stochastic process.

The Kolmogorov theorem assures the existence of a stochastic process. How-
ever, the determination of all n-dimensional distribution functions is pratically
impossible in a general case. Sufficient for many applications are often. some
specific parameters of the stochastic process involved, such as state probabilities or
sojourn times. The problem considered and the model assumed generally allow
determination of

* the time domain T (continuous, discrete, finite, infinite)

* the structure of the state space (continuous, discrete)

» the dependency structure of the process under consideration (e.g. memoryless)

« invariance properties with respect to time shifts (time-homogeneous, stationary).

The simplest processes in discrete time are sequences of independent random
variables £y, Es,... . Also easy to describe are processes with independent
increments, e.g. Poisson processes, for which
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Pf{g(fa) Sx B -Et) S x5, é(’n) - ‘:(rn-l) Sx}=
PriZity) < xo} TTPr{EG) - E6y) < x,) (A7.2)
i=l

holds for arbitrary n=1,2,..., g<...<t, €T, and x,,...,x,. For reliability
investigations, processes with a continuous time parameter t 2 0 and discrete state
space {2y, ..., Z,} are important, Among these, the following processes will be
discussed in the following sections

« renewal processes

* Markov processes

» semi-Markov processes

+ semi-regenerative processes (processes with an embedded semi-Markov process)
* regenerative processes with only one or just some few regeneration states.

In view of their dependence structure, Markov processes represent a straightforward
generalization of sequences of independent random variables. A Markov process is
characterized by the memoryless property, such that the evolution of the process
after an arbitrary time point ¢ only depends on t and on the state occupied at t, but
not on the evolution of the process before ¢ {in time-homogeneous Markov
processes, the dependence on ¢ also disappears). Markov processes are very simple
regenerative stochastic processes, they are regenerative with respect to each state
and, if time-homogeneous, also with respect to any time ¢ In a general regenerative
stochastic process there is a sequence of random points (regeneration points), at
which the process forgets its foregoing evolution and (from a probabilistic point of
view) restarts anew. Typically, regeneration points occur when the process returns
to some particular states (regeneration states). Between regeneration points, the
dependency structure of the process can be very complicated. Semi-Markov
processes have the Markov property at the time points of any stare change, all states
of a Semi-Markov process are thus regeneration states. In a semi-regenerative
process, a subset Zy, ..., Z; of the states Z,, ..., Z,, are regeneration states (k < m)
and constitute an embedded semi-Markov process.

I order to describe the time behavior of systems which are in statistical
equilibiium, i.e. in steady-state or stationary state, stationary and time-
hoitiégeneous processes are suitable. The process E(r) is stationary (strictly
stationary) if for any n=1,2,..., arbitrary 1;,...,1,, and arbitrary time span a
( thi;taeT)

Flx,....xp, i +a o g + @) =Flxg. ooy a1, e s ) (A7.3)

For n=1, Eq.(A7.3) shows that the distribution function of the random variable
E(t} is independent of :. Hence, E[E(s)], Var{&(1)), and all other moments are
independent of time. For n=2, the distribution function of the two-dimensional
random variable (£(r), E(z + u)) is only a function of . From this it follows that the
correlation coefficient between E(r) and E(f + ) is also only a function of u
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B8 + w) — E[S¢ + i)IHE() - ELE(N

Pyf 1+ u) = JVarlE(e + )] VargQ)]
_ E[E(OE(+w)]-E[E0)] _
B Var[t()] =Py )- ara

Besides stationarity in the strict sense, stationarity is also defined in the wide sense.
The process E(1) is stationary in the wide sense if the mean E[£(1)] the variance
Var[&(2)], and the correlation coefficient Pex (r.2 + u) are finite and independent of r.
Stationarity in the strict sense of a process having a finite variance implies
stationarity in the wide sense, but the contrary is generally not true (it is however
true for the normal process, i.e. for a process for which all n-dimensional
distribution function (Eq. (A7.1) are n-dimensional normal distribution functions).

A process £(r) is a process with stafionary increments, often also called a time-
homogeneous process if for any n=1,2,..., arbitrary time intervals (b, ;).
arbitrary time span a ({4, {; + &, b;, b; + a € T), and arbitrary values of x , ..., x;,

Prié(e + @)~ E(b, +a) S x,, ... T, +a) - &b, +ay S &}
=Prig() - &) < x,, ..., E(t,) - E(B,) = x ). (A7.5)

If a process £(f) is stationary, then it is also a process with stationary increments.
The stochastic processes discussed in this appendix evolve in time, and their

state space is a subset of natural numbers. Both restrictions can be omitted, without

particular difficulties, with a view to a general theory of stochastic processes.

A7.2 Renewal Processes

In reliability theory, renewal processes describe the model of an item in continuous
operation which is replaced at each failure, in a negligible amount of time, by a new,
statistically identical item. Results of renewal processes are basic and can be used to
investigate a broad number of practical situations.

To define the renewal process, let tg,1y,... be statistically independent non-
negative random variables (e.g. failure-free operating times) distributed according to

F,(x) = Pr{tg € x} (A76)

and
F(x) = Prit; < x}, i=12,.... (AT
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The random variables
n-1
Sn= 3T, n=12 .., (A7.8)
i=0

or equivalently the sequence Tg,Ty, ... itself constitutes a renewal process. The
points 81, 83, ... are renewal points (tegeneration points). The renewal process is a
particular point process, see Fig. AT7.1a. A counting process

v(r)={0 forr<1, i

n for 5, <t<S§,,, n=12,..,

can be associated with any renewal process, and gives the number of renewal points
in the interval (0,r], see Fig. A7.1b. Renewal processes are ordinary for
F4(x)=F(x), otherwise they are modified (stationary for F4(x) as in Eq. (A7.34)).
To simplify the analysis, let us assume in the following that

F4(0)=F(0)=0, (A7.9)
f,(0= % and  Bx)=TE g, (A7.10)
MTTF=E[t;]= [(1- F(x)dx < =, izl. (A7.11)

4]
* il ) T3
: : sl Sz SJ a)
1 s(r) 'tR(r)
v

3

2 lr——

P

Sl s2 s3 b)

Figure A7.1 &) Time evolution of a renewal process; b) Corresponding count function w#)
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A7.2.1 Renewal Function, Renewal Density
Consider first the distribution function of the number of renewal points w(#) in the
time interval (0, ¢]. From Fig. A7.1,

Pr{vit)<n - 1)=Pr{S, =1} =1-Pr{5, <1}

=1-Pr{ty +... 4T, , S0=1-F 1),  n=12,...
(AT.12)

The functions F,(¢) can be calculated recursively (Eq. A6.73))
K@ =F4@,
¢
Fif)= J-Fn(r - x)f(x)dx, n=L2,... (A7.13)
v]

From Eq.{A7.12) it follows that

Pr{v(t)=n}=Pr{v)<na}-Privi}sn-1)=F,(0-F, (), n=12..
(AT.14)
and thus, for the expected value (mean) of v(1),

Elv(nl= E n[E () —F, ("= ZF,,(I) =H(#). (AT.15)
n=1 n=1
The function H{t) defined by Eq. (A7.15) is the renewal function. Due to F(0}=0,
one has H(0)= 0. The distribution functions F,(#) have densities (Eq. (A6.74))
t
f()=1,0) and f,,(t)=‘[f(x)fn7](r—x)dx, n=23 ..,
0
(A7.16)

and are thus the convolutions of f(x) with f, ;(x). Changing the order of summa-
tion and integration one obtains from Eq. (A7.15)

o f t eo
H® = Y, [f,xdx = Thu(ndx. (A7.17)
n=1() 0 r=1
The function
he) = 250 pRAE! (A7.18)
dt n=1

is the remewal density. Using the iteration formula (A7.13), Eq. (A7.17) can be
written in the form
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H(®) =F,(t)+ | HOOf(t - x)dx. (A7.19)
0

Equation (A7.19) is the renewal equation. The comresponding equation for the
renewal density is

!
h(e) = 140+ [ RCX)E(t — x) el (A7.20)
0

It can beshown that Eq. (A7.20) has exactly one solution whose Laplace transform
h(s) exists and is given by (Appendix A9.7)

e fa4(9)
h(s)= 42
(s) - fs) (A7.21)
For an ordinary renewal process (F, (x)=F(x)},

f(s)

i) (A7.22)

h(s) =

Thus, an ordinary renewal process is completely determined by its renewal density
h{#) or renewal function H(r}. In particular, it can be shown [6.3 (1983)] that

!
Var[v(e)]= H(¢) + 2] h(x)H( — x)dx ~ (H(O)Y. (A7.23)
0

It is not difficult to see that H(t) = E[v(t)] and Var[w(f)] are finite for all 7 < co.
The renewal density h(r) has the following important meaning:

Due to the assumption F4(0) = F(0) =0, it follows that

.1
EI:%EPr[v(Hﬁr)— vin)>1)=0

and thus, for 5 1 0,

Pr{any one of the renewal points 5| or §; or ... Hies in (1, + 5]} = h{£)8¢.
(A7.24)

This interpretation of the renewal density is useful in practical applications, From
Eq.(A7.24) it follows that the renewal density hie) differs basicaily from the failure
rate A(¢) defined by Eq. (A6.27)

£4(2)
1-F, (1)

l(r):&mﬂ éPr{Mtoq +8t[-:0>r}=
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However, for the Poisson process F4(x)=F(x)=1~¢"*% and thus h(r) = A(r)=A.
see Appendix A7.2.5.

Example AT.1

Determine the renewal function Hit), analytically for
() fal)=f()=re ™M (Exponential)
(i) fo()=f)=05A002e  (Erlang withn=3)
@i fhin=tfn=rt Pl xt (Gamma,

0
and numerically for a failure rate A(r)=X for O<r<¥ and AN =4 +ﬁ7&,(: —¥)B-1 for
2%, ie. for

‘ 1-¢7™ for 0<1< ¥
(i) F, () = Fisy = { f(x)dx =

& B
o 1- e-(h-&lw(i-‘l’) b

for r2 ¥
with A=4-10"6h-1, A, =10h™, =5, w=2-10" h (wearout), and for
{v) F,(©)=F() as in case (iv) but with f=0.3 and y = 0 (early failures).

Give the solution in a graphical form for cases (iv) and {v).

Solution
The Laplace transformations of f4{¢) and f(#) for the cases (i} to {iii) are (Table A2.7b)

@ fuo=f=rts+n)
iy Fo(s)=Ts)=M Ks+2)3
(i) To) =T =B Hs+2)P,

ﬁ(s)fo]lows then from Eqg. (A7.22) yielding hi¢} or directly H(:) = j hix)dx
o

(i) his)=A/s and H(r)= X\
(i) A(s)=237s(s2 +3hs +302) = W3 /sf(s+ a2 +32
and H(r) = 3 -1+ —j—; e M2 32 + )
i B & R
(i) Fis) = % S[#rsenf] = T ——
1-A i s+A) {(s+A)
e ! anfl nf-1
and H= ¥ —A—-E-E—B—&e_hd.r.
=10 T(nfs)
Cases (iv) and (v) can only be solved numerically or by simulation. Figure A7.2 gives the results
for these two cases in a graphical form (see Eq. (A7.28) for the asymptotic behavior of H({i),
represented by the dashed line in Fig. A7.2a). Figure A7.2 shows that the convergence of H(¢)
1o ifs asymptotic value is reasonably fast, ag for many practical applications. The shape of H(r)
can allow the recognition of the presence of wearout (iv) or early failures (v}, but can not deliver
(in general) a precise interpretation of the fallure rate shape.

R=l a=l
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Higy
i
3
2 case (v -
(early failures) - T
L # o case (iv)
1 - = {wearout)
8,4 e
F » ¢ [h
Bi; - 100,000 200,000 300,000 }
a
M. fp L]
[
20106

151076 |

101076 |

b)

Figure A7.2 8) Renewal function H(s) and b) failure rate A(7) and density function f(z) for
cases (iv) and (v) in Example A7.1 (H({) was obtained empirically, simutating 1000 failure-free
times and plotting H(r) as a continuous curve; § =[{o/ m)z_ 1142 according to Eq. (A7.28))

A7.2.2 Recurrence Times

Consider now the distribution functions of the forward recurrence tme 7T r{r) and
the backward recurrence time 1T 5(r). As shown in Fig. A7.1a, Tx(#) and Tg(#) are
the time intervals from an arbitrary time point ¢ forward to the next renewal point
and backward to the last renewal point {or to the time origin), respectively. It
follows from Fig, A7.1a that the event Tx(f) > x occurs with one of the foliowing
mutually exciusive events

Ag=8>t+x
A= 20Nt >r+x=58), a=L2 ..
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Obviously, Pr{Ag}=1- Fs(t+x). The event A, means that exactly n renewal
points have occurred before ¢ and the (n+1)th renewal point occurs after ¢+ x.
Because $, and T, are independent, it follows that

Pr{A,,|S,,=y}=Pr['c,,>t+x—y}, n=12..,

and thus, from the theorem of total probability (Eq. (A6.17))

¢ .
Pr{tp(t) > x})=1-F4(t + x}+ jh(y)(l -F{t+x—y)dy.
0

For the forward recurrence time Tp(t) one obtains then

t
Pr(tg(r) < x) = Fa(t+ x) - [ h(y)( - F(e + x - y))dy. (A7.25)
0

The distribution function of the backward recurrence rime T(¢) can be obtained as
f
h(y){1-F(r - y)a forx <t
Pries(y< s = | JTOA T DD (A7.26)

1 for x=1.

Since Pr{Sy >t} =1-F4{t), the distribution function of Tg(t) make_s a jump of
height 1 F,(r) at the point x =1,

A7.23 Asymptotic Behavior

Asymprotic behavior of a renewal process (generally of a stochastic process) is
understood to be the behavior of the process for ¢ — =, The following theorems
hold with MTTF as in Eq. (A7.11):

1. Elementary Renewal Theorem [A6.6 (vol. ), A7.24}: If the conditions (A7.9)-
(A7.11) are fulfilled, then

. H(» 1

im— =

1 _, where H(z) = E[v(1)] . (A7.27)
t—yee 1 MITF

For Var[v()] it holds that limVar{v()]/ t=crsz“m=3: with o’= Var[t;)<e, i21.
- 1—ee
2. Tightened Elementary Renewal Theorem [6.3, A7.4, AT.24]: If the conditions
(A7.9)-(7.11) are fulfilled, E[t,]= MTTF, <o and a” = Var[1;] < =, { 2 1, then

2
. ' o MTTF, 1

1 n- = - +—, A7.28
,.'.."lm( ) m'rF) IMITF? MTIF 2 ( )
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3. Key Renewal Theorem {A7.9(vol. II}, A7.24]: If the conditions (A7.9) to (A7.11)
are fulfilled, U(z)2 0 is bounded, nonincreasing, and Riemann integrable over
the interval (0, o), and h{) is a renewal density, then

t 1 =
tim [U(e - yyh(y)dy = —— [U(z)de. :
lim £ (£ = )h(y)dy Mmg (2)dz (A7.29)

For any a >0, the key renewal theorem leads, with

V()= 1 for0<z<a
Y= 0 otherwise,

to Blackwell’s Theorem [AT 9 (vol. IT), A7.24]

hmH(Ha)—H(r) _ 1 _
t=hoo a MITF

Conversely, the key renewal theorem can be obtained from Blackwell’s theorem.

4. Renewal Density Theorem [AT7.9(1941), A7.24]: If the conditions (A7.9)-(A7.11)
are fulfilled, f, (x) and f(x) goto 0 as x — ¢o;and Var[t;]1< =, i 21, then

fim h(f) = ——. (A7.30)
MTTF

=30

3. Recurrence Time Limit Theorems: Assuming U(z)=1- F(x + z) in Eq. (A7.29)
and considering F(e) =1 as well as 1 = |(1- F(y))dy / m77F, Eq. (A7.25) yields
)

. r 7 1 ¥
f}l)nlpr{rﬁ(:) <x}= 1-%‘{[(1 -F(x+2))dz = m{u»ﬂyndy. (A7.31)

'For 1 — o, the density of the forward recurrence time T3(f) 13 thus given by
fr ()= (1~ F(x))/ MTTF. Assummg E[1;]= MTTF< s, Var{t,)= 0% o (i 2 1), and
E R(r)] < oo it follows that hm (x (1-F(x)))=0. Integration by parts then vields

0_2
2MTTF

[ ¥~ R = ? + (A7.32)

. 1
im Elz(1}]=
r—)mE[ =l )] MTTF 0

The result of Eq. (A7.32) is importam to explain the waiting time paradox:
limE[s ()] = MTTF/2 holds for o®=0 (1e fort;= MTTF, iz0) and limE[tg()]=

E[t;] 1/A.,i20, for Fy(x)=F(x)=1—e¢"™ (memoryless property of the Poisson

process). Similarly, for the backward recurrence time Tg(t) it follows that

1 X MTTF o®
lim Pr{rg(r) < x} =—{(1-F d i Hl=—"m+ .
lim Prfzg() S 5= —— { A-FOoRdy md fm Erg(n] = == 4 ~——0

Far a simultancous observation, note that T5(¢) and tc(¢)belong to the same ;.
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6. Central Limit Theorem for Renewal Processes [0.3, A7.24]. If the conditions
(A7.9) and (A7.11) are fulfilled and 62 = Var{7;] <=, i 21, then

X 2
lim v(r) t{ MTTF e 'rzdy. (A7.33)

1
M P T T

Equations (A7.27) to (A7.33) state that the renewal process with an arbitrary initial
distribution function F4(x) converges to its statistical equilibrium as t— oo, see
Appendix A7.2.4 for a discussion in connection with the concept of stationary
renewal process.

A7.24 Stationary Renewal Processes

The results of Appendix A7.2.3 allow a sfafionary remewal process to be defined as
follows:

A renewal process is stationary (in steady-state) if for all t=>0 the
distribution function of Tg(¥) in Eq. (A7.25) does not depend on 1.

It is intuitively clear that such a siruation can only occur if a particular relationship
exists between the distribution functions F4(x) and F{x) given by Eqgs. (A7.6) and
(A7.7). Assuming

=[G Eoddy, (A7.34)
1]

it follows that f,(x)=(1-F(x))/ MTTF, T,(s)=(1—-F(s))/(s MTTF), and thus from
Eq.(A7.21)

h{s)=

£ MTTF
yielding
h(r)=——. (A7.35)

With F4(x) as in Eq. (A7.34) and h(x) from Eq. (A7.35), Eq. (A7.25) yields, for
any 120,
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B 1 i+x t 1
Pritg()<sl=— g(l—F(y))dy— {W(t—F(Hx—yndy
I S
‘Mmr{(l F(y)}dy. (A7.36)

Equation (A7.34) is thus a necessary and sufficient condition for stationarity of the
renewal process with Pr{t; S x}=F(x), i= 1.

It is not difficult to show that the counting process v(r} as in Fig, 7.1b, belonging
to a stationary renewal process, is a process with siationary increments. For any ¢,
a>0,and n=1, 2, ... it follows that

Pr{v(t + a) - v(t) = n} = Pr{v(a} = n} = Fy(a) - F,, (a),

with E,, (@) as in Eq. (A7.13) and F4(x) as in Eq. (A7.34). Moreover, for a
stationary renewal process, H(s} =t/ MTTF and the mean number of renewals within
an arbitrary interval (¢, t +a] is

H(t + a)-H{t) = M;nr'

Comparing Eq. (A7.31) with Eq. (A7.36) it follows that under very general
conditions as £ — oo every renewal process becomes stationary. From this, the
following interpretation can be made which is useful for practical applications:

A stationary renewal process can be regarded as a renewal process with
arbitrary initial condition F4(x), which has been started at t = —o and
will orly be considered for t 20 (t= 0 being an arbitrary time point).

The most important properties of stationary renewal processes are summarized in
Table A7.1. Equation (A7.31) also obviously holds for T4(r) and for T¢(z) in the
case of & stationary repewal process.

A7.2.5 Poisson Processes

The renewal process defined by Eq. (A7.8) with
Py(x) =F(x)=1—e-h=x {A7.37)

is a (homogeneous) Poisson process, F4(x} as in Eq. (A7.37) fulfills Eq. (A7.34).
Thus, the Poisson process is stationary. From Eqgs. (A7.12), (A7.14), (A7.22),
(A7.25), and (A7.26) it follows that

Pritg +...+ Tay ST} =Fy@) =1- 3 =™V, =12 .., (A7.38)
=0 "
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Priv(?)=n}=F,()-F,,, (1) = (’“n—?"e'*', n=12..., (A7.39)
HO=E[vDI=At,  hi)=A,  Var[v@)]=Ar, (A7.40)
Pritp(f)Sx}=1-¢7%, (>0, (A741)

-
Prisgnsx={ "¢ for x <# (A7.42)
1 forx >2¢.

As a result of the memoryless property of the exponential distribution, the counting
process V(1) as in Fig. A7.1b has independent increments. A Poissen process can
also be defined as a process with independent, stationary increments for which Eq.
(A7.39) holds. '

Substituting a nondecreasing (generally increasing) function M(#)} >0 for Az in
Eq. (A7.39), a nonhomogeneous Poisson process (NHPP) is obtained. The nonho-
mogeneous Poisson process is a process with independent increments (Eq. (A7.2))
for which

"
Priv(r) =n}= O oMo, (A743)
where M(r) = E[v(1)] is tacitly assumed to be continuous. If
m()= % (A7.44)

exists, then m(z) is the intensity of the nonhomogenous Poisson process. For M(?)
continuous it follows that Pr{v( + 81)—w)=1} = m{$)ds + o(dt). No distinction is
thus made here between arrival rate and intensity.

Table A7.1 Main propertics of a stationary renewal process

Expression Cominents, assumptions
1 x £, (x)=dFy (X} dx=(1- FOH T
1. Distribution function of Ty | Fyq(x) = < {(1-Fy)dy
Ty T=E[r), izl
2. Distribution function of 4F
T, izl F(x) f(x)= dix). x20
3. Renewal function H(t) = L tz0 H(e) = E[v(1)] = E_[nn@ba of
T renewal points in (0, 1]]
. dHi{H .
h{)=""""2, h{f)b¢= lim Pr{$
4. Renewal density ]1(:):%, 120 (=g M= e Prisor

Syor... lies in (t,t + 8]}

5. Distribution function & mean | Pr{Tg(t)S x}=F,(x), 20| F4(x) as in paint 1,
of the forward recurrence time | gry (1)) = T/2+ Var[t,} /2T | same results for Tg(#)
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A7.3 Alternating Renewal Processes

The generalization of the renewal process given in Fig. A7.1a by introducing a
positive random replacement time, distributed according to G(x), leads to the
alternating renewal process. An alternating renewal process is a process with two
states, which alternate from one state to the other afler a sojourn time distributed
according to F(x) and G(x), respectively. Considering the reliability and avail-
ability analysis of a repairabie item in Section 6.2 and in order to simplify the
notation, these two states will be referred to as the up stare and the down state,
abbreviated as x and d, respectively,

To define an alternating renewal process, consider two independent renewal
processes {t;} and [1;}, i=0,1,.... For reliability applications, 7; denotes the i-th
JSailure-free operating time and T; the i-th repair time. These random variables are
distributed according to

F,(x) for 1, and F(x) fort;, iz2l, (A7.45)
and
G,(x) for 1, and G(x) for 1, i21, (A7.46)

with densities f4(x), f(x), g4(x), and g(x}, with finite means

MTTF=E[1;}= I(I—F(r))dr, izl, (A7.47)
and

MTIR=E[1;]= I(l - G()dt, i2l, (A7.48)
where MTTF and MTTR are used for mear time to failure and mean time to repair.
The sequences

T T, Ty, Tya Ty and T, TpTy, T TpsTgoeee (AT.49)

form two modified alternating renewal processes, starting at 1 = 0 with 7 and Ty,
respectively. Figure A7.3 shows a time evolution of these two alternating renewal
processes. Embedded in every of these processes are two renewal processes with
renewal pOll'l[S Smi or Suddl marked with a and Sduul' or Sdudi marked with »,
where udu denotes a transition from up to down, givenup at t=0, i.e.

Sudul="0 and Sudui=10+(1:1+1:1)+...+(-r._1+1i_1), izl.
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Figure A7.3 Time evolution of two alternating renewal processes starting at ¢ =0 with Ty and 1:'0
respectively (the four embedded renewal processes with renewal poinis ® and a are also shown)

These four embedded renewal processes are statistically identical up to the time
intervals starting at ¢ =0, i.e. upto

Tg, To+T1, To+T, Tp-
The corresponding densities are

fa(x), falxl*al(x), ga(x)*f(x), galx)
for the time interval starting at =0, and

f(x) * g(x)

for ali others. The symbol * denotes convolution (Eq. (A6.75)).

The results of Section A7.2 can be used to investigate the embedded renewal
processes of Fig. A7.3. Equation (A7.22) yields Laplace transforms of the renewal
densities h,(#), hg,(2), bygs(0), and by ()

: ful9) - f()i(s)
h =AY h = Ao
udu (S) 1 _ f(S)g(S) i (S) 1- f(s)g(s)
ﬁudd(s)—_g_é_(flﬂf)_ EM(S):_“_E.Q_(.‘S)_ {(A7.50)

T1-T(®)Es) 1- (9§

To describe the alternating renewal process defined above (Fig. A7.3), let us
introduce the two-dimensional stochastic process (£(f), T Rreg)(D)) where D de-
notes the state of the process (repairable item in reliability application)

2= u if the item i5 up at time ¢
“ld if the itern is down at time ¢,
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g, and Tg,(r) are thus the forward recurrence times in the up and down states,
respectively, provided that the itern is up or down at the time ¢, see Fig. 6.3.

To investigate the general case, both alternating renewal processes of Fig. A7.3
must be combined. For this let

p=Priitemupatt=0} and 1-p=Priitemdownatsr=0). (A7.51)

In terms of the process ({{1), Tg C(,)(r)),

p=Pr{{(0)=u}, Fp(x) =Pr{T,(0) < x| §(0) =u},
1- p=Pr{{(0) = d}. Ga(x) =Pr{tpy(® < x| {(0) =

Consecutive jumps from up to down form a renewal process with renewal density

By (2} = phyg (1) + (1 = phy 4 (7). (A7.52)

Similarly, the renewal density for consecutive jumps from down to up is given by

b ()= phyy, (1) + (1 = pyh g(0). (A7.53)
Using Eqgs. (A7.52) and (A7.53), and considering Eq.(A7.25), it follows that
Pr{l{)=un1g,(t) >8]
I
= p(1-Fp(t+ @)+ [ by, (x)(1 -F(t - x + 0))dx (A7.54)

0

and

Pr{l(e)=d ~1g4(t) > 6}

t
=(1-p)1-G(t+0)+ Ihud(x)(l ~G{t-x+80dx. (A7.53)
¢

Setting 8=0 in Eq. (A7.54) yields

i
el = u} = p(1 - Fo(t)+ [ hg ()1 - (¢ - x))dlx. (A7.56)
0

The probability PA(f) = Pr{{(#) = u} is called the point availability and TR{¢,t +01=
Pr{g(t) uNTp,(t)> B} the interval reliability of the given item (Section 6.2).

An alternating renewal process, characterized by the parameters p, F4(x), F(x),
G4 (x), and G(x) is stationary if the two-dimensional process ({(?), T RC(,)(r)) is
stationary. As with the renewal process it can be shown (e.g. using Laplace
transforms) that an alternating renewal process is stationary if and only if
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- MITF = - S S P
e v By(x) WF{(I FyNdy, Gu(x) Mmg(l G(m)dy,

(A7.57)

with MTTF and MTTR as in Eqs. (A7.47) and (A7.48). In particular, for >0 the
following relationships apply for the stationary alternating renewal process
{Examples 6.3 and 6.4)

. MTTF
PA(r)=Pr{itemupat f}= ——— = PA, AT.58
® { P ] MTTF+ MTTR ¢ )

IR(¢,t +0) = Prlitem up at ¢ and remains up until 1 + 0}

mja F(y))dy. (A7.59)

Condition (A7.57) is equivalent to

|
h (H=h, ()= ————o—o =0. .
w1 = Ry ) = e VTR ! (A7.60)

Moreover, application of the key renewal theorem (Eq. (A7.29)) to Eqs. (A7.54) to
(A7.56) yields (Example 6.4)

1

i P = w020 = S | fa-Fondy, (A7.61)
. 1 )

‘ll’filﬂpl'{c(l) =dm Tﬂd(l) > 9] = m g(l - G(y))dy, (A7.62)
. R _ _ MITF

‘ILIE, PefC()=u}= ;ILIEPAG) =PA= WTTF + MR (A7.63)

Thus, irrespective of its initial conditions p, F4(x), and G4(x}, an alternating
renewal process has for ¢t — o an asymprotic behavier which is identical to the
stationary state (sfeady-state). In other words:

A siationary alternating renewal process can be regarded as an
alternating renewal processwith arbitrary initial conditions p, F4(x), and
G 4(x), which has been started at t = —e and will only be considered for
t >0 (t=0 being an arbitrary time point).

It should be noted that the results of this section remain valid even if
independence between T; and 7; within a cycle (e.g. Tp+T], T+, ...) is
dropped; only independence between cycles is necessary. For exponentially
distributed T; and T;, i.e. for constant failure rate A and repair rate | in reliability
applications, the convergence of PA(t) towards PA stated by Eq. (A7.63) is of the
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form PA(f) - PA=(AKA+1)) e~ = (A f)e !, see Eg. (6.20) and Section
6.2 .4 for further considerations.

A7.4 Regenerative Processes”

A regenerative process is characterized by the property that there is a sequence of
random points on the time axis, regeneration points, at which the process forgets its
foregoing evolution and, from a probabilistic point of view, restaris anew. The
times at which a regenerative process restarts occur when the process returns to
some states, defined as regeneration states. The sequence of these time points for a
specific regeneration state is a renewal process embedded in the original stochastic
process, For example, both the states up and down of an alternating renewal process
are regeneration states. All states of time homogeneous Markov processes and of
semi-Markov processes, defined by Eqs. (A7.95) and (A7.144), are regenerative.
However there are processes in discrete state space with only few (twe in Fig.
A7.10, one in Fig. 6.10) or even with no (Appendix A7.8) regeneration states. A
regenerative process must have af least one regeneration state.

A regenerative process thus consists of independent cycles which describe the
time behavior of the process between two consecutive regeneration points of the
same type (same regeneration state). The i-th cycle is characterized by a positive
random variable T, (duration of cycle i) and a stochastic process &;(7} defined for
0<t< i (content of the cycle). Let £,(r), 051« Te B= 0,1, ... be independent
and for »n 21 identically distributed cycles. For simplicity, let us assume that the
time points §) =T, , & =T, +T. ... forma renewal process. The random
variables Teo and Te,» i21, have dlStI‘lbuthl‘l functions FA(x) for T, and F(x) for
T, densities fA(x) and f(x), and finite means T4 and 7, respecnvc]y. The
regenerative process £(f) is then given by

E.(1-5,) for §, SI<S+1, n=12,...

The regenerative structure is sufficient for the existence of an asymptotic behavior
{(limiting distribution) for the process as t — <= (provided that the mean time
between regeneration points is finite). This limiting distribution is determined by
the behavior of the process between two consecutive regeneration points of the same
regeneration state,

*) Appendix A7.4 can be omitted at a first reading.
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Defining h(t) as the renswal density of the renewal process given by &, 53, ...
and setting

U, B) = Prg () e Bt >1}, i=1,2...,

it follows, similarly to Eq. (A7.25), that
¥
Pri&(r e B} = Pr{Eg() e BT, > 11+ j‘ h{x)U(t — x,B) dx. (A7.64)
1]

For any given distribution of the cycle&;(f), 0L < Te,r izl with T, = Elt,;] <,
there exists a stationary regenerative process £,(f} with regeneration points S, ,
iZ1. The cycles ge (), 0<t<t, , have for n>1 the same distribution law as
£i(n), 0sr<r,,. The distribution law of the starting cycle &, (), 0<1<T, , can
be calculated from the distribution law of £;(), 0<r< T, . Se€ Eq. (A7.57) for
alternating renewal processes. In particular,

Pri£ (0)e B} = %IU(f.B)dt, {A7.65)
0

with 7. = E[t;]< e, i21. Furthermore, for every non-negative function g(¢) and
$ =0,

T,
Flg(E (0D = Bl [a(E 0)]. (A7.66
€ 0

Eqation (A7.66) is known as the stochastic mean value theorem.
Since U{s, B) is nonincreasing and <1-F(¢) for all ¢ 20, it follows from Eqg.
(A7.64) and the key renewal theorem (Eq.(A7.29)) that

hrn n PriE(r) B = —jU(r B)d: . (A7.67)
o

Equations (A7.65) and (A7.67) show that under very general conditions as -3 e 2
regenerative process becomes stationary. As in the case of renewal and alternating
renewal processes, the following interpretation is true:

A stationary regenerative process can be considered as a regenerative
process with arbitrary distribution of the starting cycle, which has been
started at t = —eo and will only be considered for t =0 (t =10 being an
arbitrary time point).



404 AT Basic Stochastic Processes Theory

A7.5 Markov Processes with Finitely Many States

Markov processes are processes without memory. They are characterized by the
property that for any arbitrarily chosen time point f their evotution after ¢ depends on
¢t and the state occupied at ¢, but not on the process evolution up to the time . In the
case of fime-homogeneous Markov processes, dependence on ¢ also disappears, such
that future evolution of the process depends only on the current state. In reliability
theory, these processes describe the behavior of repairable systems with constant
Jailure and repair rates for all elements (constant during the sajourn time in each
state, but not necessarily at a state change, for instance because of load sharing, see
for example Figs A7.4, 6.8, 6.13, and 2.12). After a short introduction to Markov
chains this section deals with time-homogeneous Markov processes with finitely
many states, as basis for reliability investigations in Chaptere 6.

A7.5.1 Markov Chains with Finitely Many States

A stochastic process in discrete time £,, n=0,1,... with finitely many states
Zy, ..., 2,y is &a Markov chain if for n=1,2,... and arbitrary i, j, iy,..., {1 €
{0..... m},

Pr{&ﬂ"‘l =Zj| (&n = Z‘, ﬁgﬂ—l =Z£H—]. ﬁ...ﬁE_,o =Z‘0 )}
=Pr{f,,1=Z;| §n = Z) = py(n). (A7.68)

The quantities p;;(r) are the (one step) transition probabilities of the Markov chain.
Investigation will be limited here to time-homogeneous Markov chains, for which
the transition probabilities pi(n) are independent of n

Pym=py=PriE,,, =Z;| &, = Z;}, a=0,1,.... (A7.69)

The probabilities p;; satisfy the relationships

p;20  and ﬁ pi=L i, j€{0, ..., m}. (A7.70)
=0

A matrix with elements p; as in Eq. (A7.70) is a stochastic matrix. The k-step
transition probabilities are the elements of the &th power of the stochastic matrix
with elements pij- For example, k = 2 leads to (Example A7.2)

PP =Pl =Z;| 8 =Z) = ZPrCny =2 N = Z)| b= Zi)

= il’f!&m =2 | & = Z)PriEpan = Z; | G = Z NEpy = Zp)),
¥=0
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from which, considering the Markov property (A7.68)

m "
PP =§§)Pr{§"+] =2 [ En=Z}PriE,,,=2; | Ens1 =zk}=*§)!-’ﬁ P~ (ATT1)

Results for k > 2 follow by induction.

Example A7.2
Prove that Qg (x) as in Eq.{A7.95) can be expressed by Qij(x) =py Fij(x)‘

Selation

Let (,,1= Z;)=B. (N, <x)=4,and (£, = Z;)=C. For Pr{C} >0 it follows that

PHANBNC)  PrBNC)PriAl (BN O
Pricy rric)

Pr{(AnB}| €= =hig| il (BA0H,

The distribution law of a Markov chain is completely determined by the inirial
distribution

A =Prif;=Z]}, i=0,...,m, (A7.72)
and the transition probabilities py;, since for every a>0 and arbitrary indices
ig, .- Iy €40, ..., m},

Prio =2, n& =2, n.n&=Z Y=A pyy, - Pi i,
and thus (theorem of total probability}

Prit, =2} =Y A", n=01,.... (A7.73)
i=0
A Markov chain with transition probabilities py; is stationary if and only if the
state probabilities Pr{§, = Z;}, j=0,....m, are independent of n, i.e. if the initial
distribution 4; according to Eq. (A7.72) is a solution (p )’) of the system

m M
p;i= .5_‘6;)‘- Py with p; 20 and E‘ij =1, =0 .,m.  (AL74)
iz =

The values py, ..., p, salisfying Eq. (A7.74) define the stationary distribution of
the Markov chain with transition probabilities py, see Eqs. (A7.75) and {A7.76).

A Markov chain with transition probabilities Py is irreducible if every state can
be reached from every other state, i.e. if for each couple i, f there is an index
n = n(i, j} such that

'pg'l >0, ijelo,...m}, a2l (A7.75)
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It can be shown that the system (A7.74) possesses a unique solution with

m
p;>0 and Y p;=1 j=0,...m, (A7.76)
A

if and only if the Markov chain is irreducible, see e.g. [A7.3, A7.13, A7.27, A7.29].

A7.5.2 Markov Processes with Finitely Many States

A stochastic process £(1) in continuous time with finitely many states Zg, ..., Z,, is
a Markov process if for n=1, 2, ..., arbitrary time points ¢ +a>¢>1, >... >, and
arbitrary i, §, ¥, ..., i; €{0, ..., m},
Prif(t+a) =Z; |G =2 08() =2 0 ..nE) = Z))
=Prif(t+a)=Z; | E(t)= Z;}. (A7)

The conditional state probabilities in Eq. (A7.77) are the transition probabilities of
the Markov process and they will be designated by Py(t.t +a)

Pi{tt+a)=Pr§t+a)=Z; | EN=Z}. (A7.78)

Equations (A7.77) and {A7.78) give merely the probability that £(1 +a) will be Z i
given that &) was Z;. Between t and r+a the Markov process can visit any
other state (this is not the case in Eq. (A7.95), in which Z i is the next state visited
after Z;).

The Markov process is time-homogeneous if

P, (1.7 + a)=Py(a) _ (A7.79)

holds. In the following only time-homogeneous Markov processes will be consid-
ered, For arbitrary ¢>0 and a>0, B i ( + a) satisfy the Chapman-Kolmogorov

m
Pt+a)= E;DP,.jk (®)Py(a), i, j €0, .., ml, (A7.80)

the demonstration of which is similar to that for plg-z) as in Eq. (A7.71). Furthermore
Pb-(a) satisfy the conditions

Py(a)20 and Jz%]P@(a) =1, i=0,....m. (A7.81)

and thus form a stochastic matrix. Together with the initia! distribution

P, (0)=Pr{E(0)=Z}, i=0,...m, . (A7.82)
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the transition probabilities Fj;(a) completely determine the distribution law of the
Markov process. In particular, the stafe probabilities for 1 >0

P.(1)=Pr{&() = Z;), i=0,...m (A7.83)
can be obtained from

P;(:)=§)P,—(O)Pg(:). (A7.84)
Setting

P,0)=5, ={? f;’;":j (A785)

and assuming that the transition probabilities P,:(¢) are continious at t =0, it can be
shown that P;(r) are also differentiable at + = 0. The limiting values
P (8¢) . 1-Py(81)

lim—L—=p., fori#j, and lim
Py fori®J 50 B

oin (A7.86)
exist and satisfy
m
;=Y. Py i=0,...,m. (AT.87)
2

Equation (A7.86) can be written in the form

Py () = py 8¢ + o(B1) and  1-Py(86) = p; 8¢ +4(58), (A7.88)
where 0(5¢) denotes a quantity having an order higher than that of 8¢, i.e.

. ofdt)
—==Q, A7.89
t‘B% 5t 0 ( )

Considering for any 7 = 0

P, (81 =Pr{( +811=Z;| &0 =2),
the following useful interpretation for Py and p; can be obtained for &¢ 40 and
arbitrary ¢

py; 8 = Pr{jump from Z; to Z; in (1,1 + 81| £(¢) = Z}}

p; 8t = Pr{leave Z; in (1,2 + &1} £(r) = Z;}. (A7.90)

It is thus reasonable to define py; and p; as fransition rates (for Markov processes,
Py play a similar role to that of the transition probabilities for Markov chains).
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Setting a = &t in Eq. (A7.80) and considering Eqs. A7.78) and (A7.79) yields

P;(t+80)= f;Pu(:)ij(sr) +P;())P;(80)
oy
or

Py (Bt) P(81) -1
& +Py(0) o

1

P;(t+3)-PF; m
e +80) - Fy(ry P
ot k=0

kj

and then, taking into account Eq. (A7.86), it follows that

B @)= B)p;+ JP0py i, jEM0, ... m}. (A7.91)
=0

kjf

Equations (A7.91) are the Kolmogorov forward equations. With initial conditions
P,;,-(O)= 5!-',- as in Eq. (A7.85), they have a unique solution which satisfies Eq.
(A7.81). In other words, the transition rates according to Eq. {(A7.86) or Eq. (A7.90)
uniquely determine the Iransition probabilities Py(z) of the Markov process.
Similarly as for Eq. (A7.91), it can be shown that the transition probabilities Py(r)
also satisfy the Kolmogorov backward equations

* m

PIJ (‘)=_pgpg(t)+ E pj‘k P)g(t)g i,jE{O, wanq m}! (A7-92)
k=0
ki

The following description of the (time-homogeneous) Markov process with
initial distribution F;(0) and transition rates py;, i, j€{0,..., m}, provides a better
insight into the structure of a Markov process as a pure jump process {process with
piecewise constant sample paths (realization)). It Is the basis for investigations of
Markov processes by means of integral equations (Section A7.5.3.2), and is the
mofivation for the introduction of semi-Markov processes (Section A7.6). Let
&0, &1, ... be a sequence of random variables taking values in {7y, ..., Z,,} denoting
the states successively occupied and g, 7, ... a sequence of positive random

variables denoting the sojourn times between two consecutive state transitions.
Define

pi=—2, i#j and p; =0, i,jef0, ..., m}, (A7.93)
and assume furthermore that
: Pf{é():Zi}:Pi(O)’ i=0,..,m, (A7.94)

and, for n=1,2,..., arbitrary ij.ip, ..., iy €{0,..., m}, and arbitrary positive
values xg...., Xy, : :
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Pr{€ = Zj N, = Jt)l Ep=Ziom, = KM NGy = Zq“"ln-:xn""én: zf(})]
=Pr{(€,. =Z; N, $0)| &, =Z,) = Q(x) = p; Fy(x) = py (1 - &P 7). (A7.95)

In Eq. (A7.95), as well as in Eq. (A7.144), Z i is the next state visited after Z; (this
is not the case in Eq. (A7.77), see also the remark with Eq. (A7.106)). Qy(x) is
thus defined only for j#4i. &g, &;....is a Markov chain, with an initial distribution

F;(0)=Pr{8o = Z;}

and transition probabilities
pi =PrlE,, = Z;|&,=Z}, with  p; =0,

embedded in the original process. From Eq.(A7.95), it follows that (Example A7.2)
F;(x)=Prin, < xl En=2Z Ny =Z)=1-ePex, (A7.96)

Q;;(x) is a semi-Markov transition probability and will as such be introduced and
discussed in Section A7.6. Now, define

So =0, Sﬂ=‘n0+...+1‘|n_1, n=L12..., (A7.97)
and
0=,  for S,<r<S,,,. (A7.98)

From Eq.(A7.98) and the memoryless property of the exponential distribution (Eq.
(A6.87)) it follows that E(r), r =0 is a Markov process with an initial distribution

Pi(0) = Pr{§(0) = Z;}

and transition rates

1 . _ .
Py *gf(ll§Pr{_]ump from Z; to Z; in (¢, 1+ 811} £() = Z}, j#i
and
— lim & i —Z1=%
p; = lim = Prileave Z in (s +81| &0 =Z}= ¥, ;-

i

The evolution of a (time-homogeneons) Markov process with transition rates p;, and
p; can thus be described in the following way [A7.2 (1974, Ph.D.)]:

If at ¢ =0 the process enters the siate Z;, i.e. £y = Z;, then the next state to
be entered, say Z ; (f#1) is selected according to the probability pij» and
the sojourn time in Z; is a random variable N, with distribution function

Pr[TIonI(§o=Zgﬁ§1=Zj)l=1-'e"’f*;
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as the process enters Z;, the next siate 1o be entered, say Z; (k # j), will
be selected with probability Pi and the sojourn time W, in Z ; will be
distributed according to

Prin <x| (1 =2Z;nE =Zt=1-¢ "
efc.

The sequence £,, n=0,1,... of the states successively occupied by the process is
that of the Markov chain embedded in £(t), the so called embedded Markov chain.
The random variable m,, is the sojourn time of the process in the state defined by
£,. From the above description it follows that each state Z;, i=0,...,m, is a
regeneration state.

In practical applications, the following technique can be used to determine the
guantities Q,-j(x), P and E-J,-(x) in Eq. (A7.95):

If the process enters the siate Z; at an arbitrary time, say at t =0, then a
vet of independent random times Ty J# i, begin ('c,-j is the sojourn time in
Z; with the next jump to Z;); the process will then jump to Z; at the time x
zf‘c,-j =x and Ty > 1y for (all) k#j.

In this interpretation, the gquantities Q,-J-(x), Pij» and F,-J-(x) are given by

Qy(x) = PT{T!:J' EXO Ty > Tij» k# i, (A7.99)
Py =Pr{tg >y k=), (A7.100)
Fy(x)=Pr{1; <x | T > Ty k# ) (A7.101)

Assuming for the Markov process {memoryless property stated by Eq. (A7.77))
Pr{t; s x}= R

one ¢btains, as in BEq. (A7.93),

x —puy . i . .
Q=[pye® [l dy="0a e in), e, an102)
0 k=0 P;
iz
i o) for jei -3 =0 A7.103
p;}‘p__Qij( ) for j#i, ;= 2 Py P =0, (A7.103)
I i=0
;m
F(x)=1- e X, (A7.104)

It should be emphasized that due to the memoryless property of the Markov process,
there is no difference whether the process enters Z; at ¢ =0 or whether it is already
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there. However, this is not true for a semi-Markov process, see Appendix A7.6.

Quite generally, a repairable system can be described by a (time-homogeneous)
Markov process if and only if all random variables occurring (failure-free operating
times and repair times of all elements) are independent and exponentially
disiributed. If some failure-free operating times or repair times of elements are
Erang distributed (Appendix A6.10.3), the time evolution of the system can be
described by means of a Markov process with appropriate extension of the state
space (see Fig. 6.6 for an example). .

A useful tool when investigating a Markov process is the diagram of transition
probabilities in (f, t + 5] where 8t —= 0 (8> 0, ie. 8 I 0) and ¢ is an arbitrary
time point, e.g. t = 0. This diagram is a directed graph with nodes labeled by states
Z;, i=0,...,m, and arcs labeled by transition probabilities Py (8¢), where terms of
order o(8¢) are emitted (it is an extension of the stafe transition diagram, more
appropriate for practical applications). Taking into account the properties of the
random variables 7;; introduced with Eq.(A7.99) yiclds for & —0

Pr{(Edn=2 ; M only one jump in (O,Bt])l E0) = Z;}
—n. B M .
== [T PHY p Brro®r),  (AT105)

k=0
k)
and
Pr{(8(8r) = Z; " more than one jump in (0,5¢1)] £(0) = Z;) = o(87). (A7.106)
From this,
P;(81) = p;; 8 + o(dn), j#i
and

P;(82)=1-p; 51 + 0(51),

as with Eq. (A7.88). Although for 8: — 0 it holds that Py(8:)=Q;;{61), the
meanings of P;(8r) as in Eq. (A7.79) or Eq. (A7.78) and Q; (5¢) as in Eq. (A7.95)
or Eq. (A7.144) are basically different; with Qy(x}, Z; is the next state visited
after Z;, whichis not the case for P;(x).

Examples A7.3 to A7.5 give the diagram of transition probabilities in (¢ +8¢] for
some typical structures for reliability applications. The states in which the system is
down are hatched on the diagrams. In state Z all elements are up (operating or in
the reserve state).

Example A7.3

Figure A7.4 shows several cases of a 1-ous-af-2 redundancy. The difference with respect to the
number of repair crews appears when leaving the states Z; and Z3, Cases b) and ) are identical
when two repair crews are available.
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H Digtribution of failure-free operating times

H » operating state; F(s)=1- ¢~M
E * [eserve state: F(r)=l—e"'l"

Distribution of repair times: =1-e M
g stribution of repair times: G{t)=1-¢
one repair crew two repair crews
1-(h+ A )80 L —(h+ppde i-ud 1-(A+A)8t 1 - (h+py6r 1-2u8

nae 2 ét

&) o =AtAs Pg=Pa =W Pp=h Por=A+hi pro=m Prp=Al Py =20
-y +p)) e
<
2 R 2
& — s 2
3 g £
& <
S 3 | T ¥
- g -
]
A B
1-y + ) & 1— (A +pg) B2
P =Py =hi Pz=P3=hy Po1 =Py =R Pg=P3=hy
B}  Pp=f2=in P =Py = Plo=Piz=HE;i P~ Py =M
1-(hg ) 8t
o = 3
- & ©
< - =< 2
) a 2
u 1-{Ay+py) B
Po1 =P =Ay P =p3=2y PoL =Pz =Ar Pr=Pi3=hy
<) Pro=Paa=K: Pop=H Plo=P3 =K Pr=P =M

Figuore A7.4 Diagram of ransition probabilities in (¢, 7 + 5¢] for a repairable 1-out-of-2 redundancy
A, A, = failure rates, p = repair rate): &) Warm redundancy with E) = E; (A=A —> active
redundancy, A, = 0—standby redundancy); b) Active redundancy with E) # E3; ¢} Active
(t mrbitrary, & 1 0, Markov process)

redundancy with £, # E, and repair priotity on £
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Example A7.4

Figure A7.5 shows two cases of a k-out-of-n active redundancy with two repair crews. In the first
case, the system operates up to the failure of all elements (with reduced performance from state
Z,_p+1) In the second case no further failures can occur when the system is down.

Example A7.5

Figure A7.6 shows a series/parallel structure consisting of the series connection (in the reliability
sense) of a 1-out-of-2 active redundancy, with elements E; and Ej and a switching element E.
The system has only one repair crew. Since one of the redundant etements £y or £y can be
down without having a system fuilure, in cases 2) and b) the repair of element E| is given first
priorizy. This means that if a failure of £y occurs during a repair of E; or Ej, the repair is
stopped and Ey will be repaired. In cases c) and d) the repair prioriry on Ej has been dropped.

E)=Ey=..=E,~E

Distribution of
« failure-free operating times: F(f)=t — &
* repair times: Gi=1~ Pl

k-out-of-n
{active)

L-vglt  1-(v +) 8t 1= v B 1 (v v 208 L (v, + 20} 8 1-2p8e
(YR Y

nor 2udt 2udr udr Zude 2udt  2udr

v; =(n—i} A and Pigien) =Vi fwi:ﬂ.l,‘...n-l; Pip=hi P2k fori=23,....n
a)

1—vy e 1— (v +p}e
(Y 2 (%

Wt 2udt 2ud:s 2pdt

\.'iz(n-‘l)l and PGy = Vi for i=0,1,....n-k; Pro=1; pi(i_l)=2|..|. for i=2,3, ... ,n-k+1
b)

Flgore A75 Diagram of transition probabilities in {1, £ +8¢) for a repairable k-out-of-z redundancy
with swo repeir crews (A = failure rate, p = repair rate): &) The system operates up to the failure of
the last element; b) No further failures at system down - {f arbitrary, 8¢ 40, Markov process;
in 2 k-out-of-n recundancy the system is up if at least k elements are opearuting)
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E,=E,=E
Distribution of
« failure-free times: F(f)=1- ¢ for E, F()= 1-e™ for E,
« repair times: G{9)=1- ¢ for E, G(r)= 1- ¥V for E,

1-R+d) + )& 1—(hy+ ) Be 1—pdet
Po1=P2s=Pag =hi Pz =P15=2M Pau=Xi Por= P23 = Prp=2k py=4
Po=P52=Pea=Hi; Pm=Pg =W Pss=* Pio= P32 =8y Py =Py =H

a) Repair prionity on B} b) As a}, but no further failures at syst. down

L= 2k +1y} - (a+p) e

L= Qo Ag+p) B F-(g + )
Po1 =Pa3=Pg3 =My Pp=Pys=2M: Plo=Ps2=Pes =My Por=Pu=2p Pep=2h pyu=X
P =P =P =P =Pgs =M Py =Pi=Psg=1 Pl=RE PR=P3=Pp=k

«} No repair priority (first-in first-out) d} As c), but no further failures at syst. down
Figure A7.6 Diagram of transition probabilities in {t, £+ 8¢] for a repairable series parallel

structure with Ey = By = £ and one repair crew:  a) Repair priority on E; and the system operates

up to the failure of the last element; b) Repair priority on E; and at system failure no further
failures can occur; ¢} and d) as &) and b), respectively, but without repair priority on E;

(r arbitrary, &t 0, Markov process)
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A7.53 State Probabilities and Sojourn Times
in a Given Class of States

In reliability theory, two important quantities are the state probabilities and the
distribution function of the sojourn times in the set of system up states. The state
probabilities allow calculation of the point availability. The reliability function can
be obtained from the distribution function of the sojourn time in the set of system up
states. Furthermore, a combination of these quantities allows for time-homogenzous
Markov processes a simple calculation of the interval reliability.

It is useful in such an analysis to subdivide the system state space into two
complementary sets U/ and 7

7' = setof the system up states {up states at system level)

U’ = setof the system down states {down states at system level). (A7.107)

Calculation of state probabilities and of sojourn times can be carried out for Markov
processes using the method of differential equations or of integral equations.

A7.53.1 Method of Differential Equations

The method of differential equations is the classical one used in investigating Mar-
kov processes. It is based on the diagram of transition probabilities in (1, t + 81).
Consider a time-homogeneous Markov process £(7) with arbitrary initial probabil-
ities Py{0)=Pr{(0)=Z;} and transition rates Py and p;. The state probabilities
defined by Eq.(A7.83)

Pi(n)=PriE® =2, j=0,..., m,

satisfy the system of differential equations

- m i .
P;()=—p; P;(r)+!§)Pi(r)pﬁ. P; =i§0pﬁ, j=0,...m. (A7.108)
izf iz}

The proof of Eq. (A7.108) is the same as that of Eq. (A7.91). The point availability
PAg(#), for arbitrary initial conditions at t = 0, follows then from

PAG() =Pr{E()e U= 3 P;(2). (A7.109)
Z € U
In reliability analysis, particular initial conditions (probabilities) at ¢ = ( are often of
interest. Assume

B{0y=1 and P;(0)=0 for j#i, (A7.110)
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i.e. that the system is in Z; at =10 (usually in state Z, denoting “all elements are
up”). In this case, the state probabilities Pj(!) are the fransirion probabilities Fy(z)
defined by Eqgs. (A7.78) and (A7.79} and can be obtained as

P,j(r)s Pj(t) (A7.111)

with Pj(r) as the solution of Eq. (A7.108) with initial conditions as in Eq. (A7.110),
or of Eq. {(A7.92). The point availability, now designated with PAg{#), is then
given by

PAG(=PrE)cU|E0)=Z}= 3 P;(1), i=0,..,m. (A7.112)
ZjEU

PA;(7) is the probability that the system is in one of the up states at ¢, given it was
in Z; at £=0. Example A 7.6 illustrate calculation of the point-availability for a 1-
out-of-2 active redundancy.

Example AT.6

Assume a [-out-gf-2 active redundancy, consisting of 2 identical elements E; = E, = E with
constant failure rate & and repair rate y, and only one repair crew. Determine the state
probabilities of the involved Markov process ( Ej and E; are new at ¢ = Q).

Solution
Fignre A7.7 shows the diagram of transition probabilities in (r, ¢ +5¢] for the investigation of the
point availability, Because of the memoryless property of the Markov Process, Fig A7.7 and Eq.
{A7.83)lesd to (by omitting the terms in o(8¢), as per Eq. (A7.39)

Pyt +B31) = Py(e)(1 - 2080 + P ()t

Py +8) =Pl — (A + 1) 8e) + Py ()25t + Py () B¢

Pa{t 4+ 831) = B (1)1 - pd0) + Py (1) A b,

. andd then, as stlo,

By(t) = —2A Py (1) + kP 2)

P",(r) ==(h + WP O +2APE + U1

Byr) = P, () + A By (). (AT.113)
Equation (A7.113) also follows from Eq. (A7.108) with the Py from Fig. A7.7. The solution of
Eg. (A7.113) with given initial conditions at ¢ =0, e.g. Pg{0) =1, P{0}=P,{0)=0, leads to

state probabilities Py(r). Py(z), and Py(r), and then to the point availability according to Egs.
(AT.111) and (A7.112) with i =0 (see aiso Example A7.9).
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1=-2h6e 1= (h+p) e b-pde
6 246 a A8 .

nbt 8.

Figure A7.7 Diagram of the transition probabilities in (z, 7 + 8¢] for a 1-out-of-2 active redundancy
with E,= E,= E, one repair crew, calculation of the point availability (7 arbier., 8¢ 1 0 Markov proc.)

A further important quantity for reliability theory is the reliability function
Rg(t), i.c. the probability of no system failure in (0, ). Rg(¢) can be calculated
using the method of differential equations if all states in U are declared to be
absorbing states. This means that the process will never leave Z, if it jumps into a
state Z, e 7. Tt is not difficult to see that in this case, the events

first system failure occurs before ¢
and
system is in one of the states I at #

are equivalent, so that the sum of the probabilities to be in one of the states in U is
the required reliability function, i.e. the probability that up to the time ¢ the process
has never left the set of up states &. To make this analysis rigorous, consider the
modified Markov process g’ (1) with transition probabilities P;j(r) and transition
rates

— . . m . .
p;_j:p,; if Zel, py=0if ZeU, ;= 3, Py- (A7.114)
=0

i
The state probabilities P(¢) of & () satisfy the following system of differential
equations

ot § ot Lo ' + mo .
P;(r):—ijj(t)+%&(t)p§. pj=_26pjf, j=0,...,m. (ATI115)
=u 1=
Iy i#}

Assuming as initial conditions P;(0)=1 and P;(0)=0 for j#i (with Z; €U), the
solution of Eq. (A7.115) leads to the state probabilities Pj(t) and from these to the
transition probabilities

Pi()=P;(. (A7.116)
The reliability function Rg;(r) is then given by

Ry () =PriE(x) el for0<x<t| §O)=Z)= TP,  zZeU. (A7117)

Zjell
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The dashed probalibities (P'(f)) are reserved for the computation of the reliability,
when using the method of differential equations. This should avoid confusion with
the corresponding quantities for the point availability. Example A7.7 illustrates the
calculation of the reliability function for a 1-out-of-2 active redundancy.

Example A7.7
Determine the reliability function for the same case as in Example A7.6, i.e. the probability that
the system has rot left the states Zy and Zy up to time .

Solution
The diagram of transition probabilities in (7, £+ 8¢] of Fig. A7.7 15 modified as in Fig. A7.8 by
making the down state Zp absorbing. For the state probabilities it follows that

By ()= —2ARy(0) + R (1)
Fj(1) = -( + W) + 24 By ()
By (1= AP, (0. (AT.118)

The solutmn of Eq. (A7.118) with the given initial condmons at =0 (P(,(OJ =
' P, M= PZ(O) 0) leads to the state probabilities Po(:). P, (¢} and P,(r), and then to the
- transition probabilities and to the reliability function according to Eqs. (A7.116) and (A7.117),
respeetively (the dashed state probabilities should avoid confusion with the solution given by Eq.
C{AT 130

Equations (A7.112) and (A7.117) can be combined to determine the probability that
the process is in an up state (set U7) at 1 and does not leave the set I/ in the time
interval [1,2+0], given E0)=2Z;. This quantity is the inferval reliability
Rg;(e,t +8). Due to the memoryless property of the Markov process,

IR (t,¢ +8) =Pri&(x)eU for t< x <1+ 6| {(0)= Z} = TP, (IR ;(®),
Z_,'EU

' i=0,..,m, (A7.119)
with Py(r)as given in Eq.(A7.111).

1-218 1-(A+p)8e 1

Flgure A7T.8 Diagram of the transition probabilities in (&, £ +8¢] for a 1-out-of-2 active redundancy
with E,=E,=F, one repair crew (for this case not mandatory), calcelation of the reliability function
(¢ arbitrary, &t 4 0, Markov process)
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A75.3.2 Method of Integral Equations

The method of integral equations is based on the representation of the Markov
process &(t) as a pure jump process by means of £, and m, as introduced in
Appendix A7.5.2 (Eq. (A7.95)). From the memoryless property it uses only the fact
that jump points (in a new state) are regeneration points of &(t).

The transition probabilities PI-J- (O=Pr{E(n)=2 i l E(0)= Z;] can be obtained by
solving the following system of integral equations

P,(1)=5, e Pit Pit e"Pixp*j(;_x)dt, Epu, ijeld, ... m},

J'i*l

+
Eaa and
LN ok
oy

(A7.120)
with8;; =0 for j#1 and 8; =1. To prove Eq.(A7.120), consider that

P, (1) = Pr{({()= Z; ~ vo jumps in (0, (D} €(0) = Z;}

+ iPr{(g(r) = Z; r first jump in (0, 7] in Z,‘)l &) =2}
£=0
[<J)

=Pr{E(t) = Z; N1y = 1| EO) = Z}

+2Pr{§(r) Z;npsing, = Z, | &y =2). (A7.121)
=0

ki

The first term of Eq. (A7.121) only holds for j =i and it gives the probability that the
process will not leave the state Z; (e7P# = Pr{t; >1forall j#i) according to the
interpretation given by Eqs. (A7.99) — (A7.104)). The second term holds for any
j#1i, it gives the probability that the process will move first from Z; to Z; and
take into account that the occurrence of Z; is a regeneration point. According 10
Eq. (A7.95), Pr{&, =2, nng <x| £0)= Zj} = 0 (x) = p; (1 - e P%) and Pr{E(f)=Z;
(& =Z N =xnE =)} = Pt - x). Equation (A7.120) then follows from the
theorem of total probability (Bq. (A6.17)).

In the same way as for Eq. (A.121), it can be shown that the reliability function
Rg;(#), as defined in Eq. (A7.117), satisfies the following system of integral
equations

m
Rg(t)=eP'+ ¥ j'plJ P RG(r - x)dx, Pi=Y P Lel.
=0
j:, Tei
(AT7.122)

Point availability PAg (¢} and interval relinbility TR g;{r,t +0) are again given by
Egs. (A7.112) and (A7.119), with F;(z) form Eq. (A7.120).



420 A7 Basic Stochastic Processes Theory

The systems of integral equations (A7.120) and (A7.122) can be solved using
Laplace transforms. Referring to Appendix A9.7,

5 r; P .
PU(S)_»5+P, + EO S+p; P (.5‘). E Py Ljell... m),
k#i Jr#;
(A7.123)
and
R(s)—— s Pk Ros) =3 Zeu. (AT.124
ST Zzey S*P; A p,-—gop,-_,-. U (A712%
_r#t J

A direct advantage of the method based on integral equations appears in the
computation of the mean of the sojourn time in the up states. Denoting by MI7F,
the system mean time fo failure, provided the system is in state Z; e U at =0, Eq.
{A6.38) leads to

MTTFs; = TRs,-(f)df =Rg(0). (A7.125)
0

Thus, according to Eq. (A7.124), MTTF;; satisfies the following system of algebraic
equations

1 Py
MHFS" = _ + z JM]'TFSJ-, P = zp{f’ ZelU. (A7126)
o i ZieU P f .
ji Jei

A7.533 Stationary State and Asymptotic Behavior

The determination of time-dependent state probabilities and the point availability of
a system whose elements have constant failure and repair rates is still possible using
differential or integral equations. However, it can become time- -consuming. The
situation is easier in which the state probabilities are independent of time, i.e. when
the process involved is stationary (the system of differential equations reduces to a
system of algebraic equations):

A time-homogencous Markov process E(f) with states Zo,...,Zm is
stationary, if its state probabilities P;(1) = Pr[E_,(r) Z;}, i=0,...,m do not
depend on 1.

This can be seen from the following relationship
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Peifr)=2Z; n..nly)=Z; |
= Pr{&(rl) Z }P1‘2 (fz ) - Pt'n_li',, (tu _rn-l)

which, according io the Markov property (Eq. (A7.77)) must be valid for arbitrary
h<..<igpand i, ..., i €{0,..., m}. Forany > Q this leads to

PrE() =2 M. 0BG =Z, )= Pr( + @)= Zy NG, + )= Z, ).

From Pi(t +a) = P;(#} it also follows that P,(r)=P;(0)= £ and in particular I.’i (£y=0.
Consequently, the process E(r) is stationary if and only if its initial distribution
B =P =Pr{E0) =2}, i=0, ..., m, satisfies for any ¢ > 0 the system

m m m

P.=% Ppy, with P20, YP=1 p=2p; j=0...m.
i=0 i=0 =0
iEf J#i

(A7.127)

Every solution of Eq. (A7.127) with P20, j=0,....m, is a stationary initial
distribution of the Markov process involved.

A Markov process is irreducible if for every pair i, f €{0, ..., m] there exists a ¢
such that P,-j(t) >0, i.e. every state can be reached from every other state (it can be
shown that if Pg(to) >0 for some iy >0, then P!-J-(t) >0 for any ¢>0). A Markov
process is irreducible if and oualy if its embedded Markov chain is irreducible. For
an irreducible Markov process, there exist quantities P;>0, j=0,...,m, with
By +...+ B, =1, such that independently of the initial condition P;(0) the following
holds (Markov theorem, see e.g. [A6.6 (Vol. )]}

lim P;(s)=F; >0, J=0..,m (A7.128}
=0

For any i =0,..., m it follows then that
hm P, (r) j=0,...,m. (A7.129)

The set of values Fy, ..., P, from Eq. (A7.128) is the limiting distribution of the
Markov process. From Eqgs. (A7.74) and (A7.129) it fotlows that for an irreducible
Markov process the limiting distribution is the only stationary distribution, i.e. the
only solution of Eq.{A7.127) with £ >0, J=0,...,m

The asympiotic and siationary value (steady-state value) of the point availability
PAg is then given by

lim PAg(t)=PA;= TP, i=0, ...m. (A7.130)

Zjel

H K is a subset of {Zy, ..., Z,,}, the Markov process is irreducible, and £, ..., B, are
the limiting probabilities obtained from Eg. (A7.127) then,



422 A7 Basic Stochastic Processes Theory
. total sojourn Gime in states Z;ekin (0, 1]
Pr{ lim =y P=1 (A7.131)
{—yoo t Z;ek

irrespective of the initial distribution F;(0), i=0,...,m. From Eq. (A7.131) it
follows that

Pr{lim total operating time in (0,r] -
1—3ee t

Defining the average availability of the system as
i
AAg(N)= %E[total operating time in (0, 11| £(0) = Z;] = .} [PAg(x)dx. (A7.132)
0

Equations (A7.130) and (A7.132) lead to (for any Z; € )

lim AA g (r)= AA; = PA; = EP; . (A7.133)
Py zjey

Expressions of the form ZkF, can be used to calculate the expected number of
elements in repair or in standby, of repair crews used, etc., as well as for cost
optimizations.

A7.5.4 Birth and Death Process

An important time-homogeneous Markov process used in reliability theory, for
example to investigate a k-out-of-n redundancy with identical elements and constant
failure and repair rates, is the birth and death process. The diagram of transition
probabilities in (7, r+3¢] is a generalization of those in Fig. A7.5, and is given in Fig,
A79. v;and B; are the transition rates from state Z; to Z,, and from Z to Z,_|,
respectively. Transitions outside neighboring states can only cccur in (1, 1+6¢} with
probability o(5r}. The system of differential equations describing the birth and

1wy e L-(v+08  1-(vy+05)0r 1-8,38
“ vpbr “ v b . vy bt v, B 5
8, & 0, & 835 8,8

Figure A7.9 Diagram of transition probabilities in (1, ¢+4d¢] for a birth and death process with n+1
states  (rarbitrary, 5200, Markpy process)
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death process given in Fig. A7.9 is (Eq. (A7.108))
Py() = ~(v; 48P, + v, P,y ()+8 1 P ()
with 8p=v_ =v,=0,,=0, j=0,.,n (A7.134)
The conditions "'_,->0 (j=0,...,n—1) and 6_,- >0 (f=1,..., n) are sufficient for
the existence of the limiting probabilities
lim Py()= P, with P;>0 and é‘af;. -1, (A7.135)

It is easy to show (Example A7.8) that the limiting probabilities P, j =0, ..., n, are
given by

n, .

P=m;B=—_l, with 7 =0 and my=l (AT.A36)
S |0,
i=0

From Eq. (A7.136) one recognizes that Povy = P19, (k=0,...,n—1) holds,
expressing the basic property of a stady-state transition diagram.

Example A7.8
Assuming Eq. (A7.135) prove Eq. (A7.136).

Solution

Considering Egs. (A7.134) and (A7.135), PJr are the solution of the following system of algebraic
equations

O=-voFy +8,h
0=—(VJ~. +Bj}}}+vj_1P‘_l+Bj+lP}-+1, i=2, ..., n-1,

0= =0,P, +V,_(Poy. 7.137)
From the first equation it follows that

P =Byvgi0,.
With this value for B, the second equation (# = 1) leads to

AL

vy +0 v v VoV
P ﬁ__.QpO:(._l__l._U__ﬂ =Lﬂ)‘
2

W,
& 8; B, & 8, 0 68,

Recursively one obtains

¥p -V, .
i 9y

Taking into acconnt that Fy + ... + F, =1, F; follows and then Eq. (A7.136).
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The values of P; given by Eq. (A7.136} can be used in Eq. (A7.130) to determine
the steady-state value of the poinr availability. The system mean time to failure
follows from Eq. (A7.126) with p; =v; +8;, p; =v; for j=i+1, and p;; =6; for
j=i-1, provided that the state Z;,, still belong to U (if not, p; =0 for j=i-1).
Examples A7.9 and A7.10 are applications of the birth and death process.

Example A7.9

For the 1-out-of-2 active redundancy with only one repair crew (Examples A7.6 and A7.7) i.e. for
vo=2X, vy =R, 8 =0y =y, U=[Z, Z} and U = (Z;) determine the asymptotic value of
the point availability PAg and the system's mean time (o failure M7TTFgq.

Solution
The asymptotic value of point availability is given by Eqgs. (A7.130) and (A7.136)
2%
v 2h+ W)
PA, =P +F = LI (A7.138)
2A 20 2AA+W+p
+ T
LB

For the system's mean time to failure it follows from Eq. {A7.126) that (considering pg = vg,
Por =V, Pr=v) + 8y, andpyp =86;)
1
MTTFyy =—+ MTTF,
50 23 + S1

1,
Foy =+ MTTFor,
S1 A+vp A4p 50

(A7.139)

Example A7.10

A computer systemn consists of 3 identical CPUs. Jobs arrive independently and the amrival times
form a Poisson process with intensity A. The duration of each individual job is distributed
cxponentially with parameter j. All jobs have the same memory requirements D). Determine for
A =2 the minimum size n of the memory required in units of D, so that in the steady-state a
new job can immediately find storage space with a probability ¥ of at least 95%. When overflow
oceurs, jobs are queued.

Solution
The problem can be solved using the following birth and death process

1- (A.+u)ar 1- (J\.+2u)8¢ 1-(l+3u)5t 1—(J\.+3u)5:
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In state Z;, exactly i memory units are occupied. n is the smallest integer such that in the steady-
state, Fop + ...+ B, =Y 2095 (if the assumption were made that jobs are lost if overfiow
occurs, then the process would stop at state Z,) ). For steady-stake, Eq. (A7.127) yields

Q=-AR +UR

0=AB-A+WA+2pR
0=AR-(A+2B +30R
0=1P2-(l+3u}P§ +3p Py

0 AP~ (A4+3UP, +3uFys, i»2, (A7.140)
The solution leads to
A Py 9 A
F==h d  PB=——d—=—(— HPyp far iz2.
n 2.374uf 27 3
. R . AIp
Assuming lim 3 F =1 and considering <1 it follows that
n—oo [
9Mu. L 30w
1+ + I+ —+————]=1,
BI E —Y1=Rl+ “ 2(3 MIJ)]
from which
__26-Mw

+ﬁ+(;uu)2
m
The size of the memory a can now be determined from
2(3 Al + E 9 Mp
+T+(3.JJJ.}2 "k i=2 2

—1zy.

For A/pu=2 and y =095, the smallest » satisfying the above equation is n=9 {Fy =1/9,
A =219, =243 foriz2).

As shown by Examples A7.9 and A7.10, reliability applications of birth and death
processes identify the quantities v; as failure rates and 0; as repair rates. In this

case,

vj<<6j+], j=0 ..,n-1,

with v, and 8, as in Fig. A7.9. Assuming

Verﬂ j=0, ...,ﬂ—l,

i+

(A7.141)

the following relationships for the steady-state probability p; can be obtained

(Example A7.11)
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Pz — E . O<rel, j=0,..,a-1l, n>j. {A7.142)
! r(l rn‘)i—}+ll

For r<1/2 it follows that

il

szi!%f}, F=0, ....n-1. (A7.143)
Equation (A7.143) states that for 2v; <8, the steady-state probability in a state
Z; of a birth and death process descnbcd by Fig. A7.9 is greater or equal the sum of
the steady-state probabilities in all states following Z;, j=0,..,n—1. This
relationship is useful in developing approximate expressions for system availability

[2.51 (1992)].

Example A7.11
Assuming Eq.{(A7.141), prove Egs. (A7.142) and {A7.143).

Solution
Using Bg. (A7.136),

imjrl =M i LTS E Vivist | +"j--- Va1
F; R ileT O 6,400 041 - By

Ycr, Qer<l,  i=j j+l..n-l,

it follows that

"
l=§+ n-j r(l- II"ﬂ_j)
Sr+f+ 4t/

B 1-r

= .."U

amd thus Eq. (A7.142), Furthermore, for
r<lf2

it follows that

M a
P

i=j+1

<1-/2 <1,
J

and hence Eq. (A7.143).
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A7.6 Semi-Markov Processes
with Finitely Many States

The description of Markov processes given in Appendix A7.5.2 allows a straight-
forward generalization to semi-Markov processes. In a semi-Markov process, the
sequence of consecutively occurring states forms a time-homogenecus Markov
chain, just as with Markov processes. However, the scjourn time in a given state Z;
is a positive random variable 1; whose distribution depends on Z; and on the
following state Zj, but, in contrast to Markov processes, this sojourn time is
arbitrarily distributed, i.e. not exponentially distributed as for Markov processes.

To define semi-Markov processes, let £g,&;,... be the sequence of
consccutively occurring states, i.e. a sequence of random variables taking values in
{Zg, ... Z}, and mgq, Ty, ... the sojourn times between consecutive states, ie. a
sequence of positive random variables. A stochastic process £(t) with the state
space {Zy, -... Z,,} is & semi-Markov process if for n=1,2,..., arbitrary i, J,
igy -+ inq €10, ..., m} and arbitrary positive numbers xg, ..., X,-1,

Pr{(§,,,=Z; N1, <) | (En=Z My = Xg 10 §1= 2y NNg=Xg M= Zy )}
=Pr{(Ep = Z; NN, $5)| & = Z] = Qux).  (AT.144)

The functions Q;;(x) in Eq. (A7. 144), defined only for j# i, are the semi-Markov
transition probabilities (see the remarks with Eqs. (A7.95) and (A7.106)). Setting

Q=)= py. (A7.145)

and, for Py > 0,
Qy(x)
E; (x)——, (A7.146)
Py

{eads to

Q;’j (x)= Py F,:,' (x), (A7.147)
with (Example A7.2)

P =Pri€u =218 =21, with p; =0, (A7.148)

and

Fy()=Pr(n, <x| € = 5 N8, =Z)h (A7.149)
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For p; = 0 l“,_-.,-(x) can be arbitrary. From Eg.(A7.144), the consecutive jump points
at which the process enters Z; are regeneration points. This holds for any
i€{0, ..., m}. Thus, all states of a semi-Markov process are regeneration states.
The renewal density of the embedded renewal process of consecutive jumps in Z;
{i-renewals) will be denoted as h;(r).

The initial distribution, i.c. the distribution of the vector (E(0), &;, ng) is given
for the general case by

A,-j(x) =Pr{§(0)=Z n§; = Zj residual sojourn time in Z; < x}
=P,(0)p; F;(x), (A7.150)

with P;(0) = Pr{§(0) = Z;}, p;j according to Eq. (A7.148), and F,-:-(x) = Pr{residual
sojourn time in Z; < x | GO =2, nE =Z)). &) is used here for clarity instead
of &. As pointed out above, the semi-Markov process is Markovian, ie.
memoryless {in general} only at the transition points from one state 1o the other. To
have the time t =0 as a regeneration point, the initial condition £(0) = Z;, sufficient
for Markov processes, must be reinforced for semi-Markov processes by

Z; isentered at 1 =0,

The sequence Eg, &, ... forms a Markov chain, embedded Markov chain, with
transition probabilities p; according to Eq. (A7.148), with p; =0 and initial
probabilities P;(0), i=0,...,m. Fg(::) is the conditional distribution function of
the sojourn time in Z; with consequent jump in Z; (as next state to be visited).

A semi-Markov process is a Markov process if and only if F;(x)=1- e~Pix for
i,j€{0,...,m}. As an example of a two state semi-Markov process, consider the
alternating renewal process introduced in Appendix A7.3 (Zy =up, Z) =down,
p=po=1 En(=Fx), Re()=G6x), F()=Fux), F®)=GCa),
Py(0) = p, P (0)=1-p).

In most applications, the quantities ij(x), or py. and F;(x), can be calculated
using Egs. (A7.99) to (A7.101), as illustrated in Sections 6.3 — 6.6.

For the unconditional sojourn time in Z;, the distribution function is given by
{considering p; =0)

Qi(x)=Pr{n, <x|&x = Z}= 3 p Fy(x) = LQy(x), (A7.151)
Y™ =
and the mean by
T, =T(1—Q,-(x))dx. (A7.152)
0

In the following it will be assumed that
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d Qu (x)
gz(x)= e (A7.153)

exists forall i, {0, ..., m}.
Consider first the case in which the process enters the state Z; at t=0, i.e. that

PAO=1 and Ej(x)=Fy». (A7.154)
The transition probabilities
P;()=Pr{(nN=2; | Z; isentered at 1=0) (A7.155)

can be obtained by generalizing Eq. (A7.120), however considering that the
condition Z; is entered at ¢t =0 is mandatory for semi-Markov processes,

m i
R;(r)zﬁ,f(l—Qf(r>)+§) [ (=) (e - x)dx, (A7.156)
=
with Sfj =0 for j=i, §; =1, Q;() as in Eq. (A7.151), and taking care of p; =0
or Q;(x) = q;;(x) = 0 (Eq. (A7.148)). The siate probabilities follow then as

P)=Pr(E(n=2;}= iPr{Z,- is entered at1=0}P;(7), (A7.157)
i=0

with P;(¢)2 0 and Py(r)+... +P,(f)=1. If the state space is divided into the
complementary sets U for the up states and U7 for the down states, as in Eq.
(A7.107), the point availability follows again from Eq.(A7.112)

PA(0=PriE() el | Z isenteredatt=0}= Y, P, i=0,.,m,
ZjEU
with Pg(t) as in Eq.(A7.156). The probability that the first transifion from a state

in U7 into a state in U occurs after time ¢, i.e. the reliability function, can be obtained
by generalizing the system of equations (A7.122).

f
Rs)=1-Q,)+ T [a; ()Rt~ x)dx, zZeU, (A7.158)
ZjEU )]
i

with Q;(t) as in Eq.(A7.151) and considering p; =0, i.e. q,;(x)=0. The mean of
the sojourn times in U, i.c. the system mean time to failure, follows then from Eq.
{A7.158) as solution of the following system of algebraic equations

MTTF;; =T, + ¥ py MITF;, ZeU, (A7.159)
ZjEFf
J#

with T; according to Eq. (A7.152).
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Consider now the case of a stationary semi-Markov process. Under the assump-
tion that the embedded Markov chain is irreducible (each state can be reached from
every other state with probability > 0), the semi-Markov process is stationary if and
only if the initial distribution (Eq. (A7.150)) is given by [A7.22, A7.23, A7.28]

PPy %
Ayny=—— I(1~Fg(y})dy- (A7.160)

YTt
£=0

In Eq. (A7.160), p; are the transition probabilities (Eq.(A7.148) and p; the
stationary distribution of the embedded Markov chain, ie. p; are the unique
soluttons of (see also Eq. (A7.74) but with p, = 0)

m m
p;=Xppy, with p=0, p;=Qu(ea), p;>0, ¥p,=1, j=0,..m
i=0 i=0
(A7.161)

For the stationary semi-Markov process, the state probabilities are independent of
time and, for 1 20, given by

P()=F =}TL=Nf"‘—ﬂ, i=0, ..., m. (A7.162)
T
j=0

T is the mean of the time interval between two consecutive occurrences of Z;.
These time points form a stationary renewal process with renewal density

hﬂ.(;):%:#,- i=0, ..., m. (A7.163)
X

It can be shown that Eq. (A7.163) is equivalent to Eq. (A7.160). The steady-state
value of the point availability follows then from Eq.(A7.162)

Pag=¥p=y AL (A7.164)
Ziel! Ziel EPJ‘T}
j=0

Under the assumptions made above, i.e. continuous sojourn times with finite
means and an irreducible embedded Markov chain, the following applies for
i=0,..., m regardless of the initial distribution at =0
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11_15:3“ Pr{E(#) = Z; m next transition in Z;

x
O residual sojourn time in Z; < x} = —224 (1~ By(y)dy = A(x), (AT.165)

A
k=0
and thus
tim Pri(=2,)=F= L. m"*'Tf ., and lim PAg(t) = PAg= Y B. (A7.166)
[0 Ty E T f—oo Zel
Pily d
J=0

For the allernating renewal process (Sec. A7.3 with Z,=up, Z,=down, T,=MTIF,
and Tj=M7TTR} it holds that p,=p,=1/2(embed. Markov chain) and Tpy=T,, =T+ 7.
Eq.(A7.164), or (A7.166), leads to PA.=F, =T,/ Ty = T (T +T)=py Ty Kpe Ty + 1, T7) -
This example shows best the basic difference between p; as a stationary distribution
of the embedded Markov chain and the limiting state probability B in state Z; of the
original process in continuous time ( g+ Po=PA; for T, # T,).

A7.7 Semi-regenerative Processes

As pointed out in Appendix A7.5.2, the time behavior of a repairable system can be
described by a Markov process only if the failure-free operating times and repair
times of all elements are exponentially distributed (the constant failure and repair
rates can however depend upon the current state, see Figs. A7.4, 6.8, 6.13, and 2.12
for some exampies). Beside the special case of the Erlang distribution (Eq.
(A6.102) and Section 6.3.3), non-exponentially distributed repair times and/or
failure-frec operating times lead only in some few cases to semi-Markov processes,
but more generally to processes with only few regeneration states or even to
nonregenerative processes. ‘'To make sure that the time behavior of a system can be
described by a semi-Markov process, there must be no “running” failure-free
operaling time or repair time at any state transition (state change) which is nor
exponentially distributed, otherwise the sojourn time to the next state transition
would depend on how long these non-exponentially distributed times have already
run, Example A7.12 shows the case of a process with states Zy, Z;, Z, in which
only the states Z, and Z; are regenerative. Zy and Z; form a semi-Markov process
embedded in the original process, on which the investigation can be based.
Processes with an embedded semi-Markov process are called semi-regenerative
processes. Their investigation can become time consuming and has to be performed,
in general, on 8 case-by-case basis, see Sections 6.4.2 and 6.4.3 for some examples.
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repair )
A ® renewal points

by

Qo) Q2100

Figure A7.10 a) Time schedule for a 1-out-of-2 warm redundancy with constant failure rates (A
and 1,.), arbitrary repair rate, and only one repair crew {repair times are shown grearly exaggerated);
b) State transition diagram (embedded semi-Markov process with regenerative states Zy and Z;)

Example A7.12

Consider a warm redundancy as inFig. A7.4a with one repair crew, constant failure rates 2 in the
operating and A, in the reserve state, and an arbitrarily distributed repair time with distribution
function G{x} and density g(x). Determine the transition probabilities of the embedded semi-
Markov process.

Solution

As the time schedule in Fig. A7.10 shows, only the states Zg and Z; are regencrative. Z; is not
regenerative because at the iransition points inte Zy a repair with arbitrary repair rale is running,
Thus, the process involved is nof a semi-Markov process. However, states Zg and Z; form an

 embedded semi-Markov process on which investigations can be based. The transition prabab-

"ilities of the embedded semi-Markov process are obtained, using Eq. (A7.99) and Fig. A7.10 as,

- Qop(x) =Pritg; < 2} = 1-¢~RtA, M

Quolx)=Prityg S x 133 > Typl = [a(e P 2dy =Gix)e ™ + [Ae A ¥G () dy
' 0 0

Quz1(x) =Prityy 5X}=fg()’)(l-¢_h)dy— (A7.167)
0

Qy21(x) is used to compute the point availability (Section 6.4.2). It accounts for the process

~ relurning from state Z; to state Z; (Fig. A7.10a) and that Z;is a not a regeneration state

“{probability for the transition Z; —+ 2, = Z;). Q’,z{x) as given in Fig A7.10 is nor a semi-

Markov transition probability (Z;is not a regeneration state). However, Q)(x) is useful in
this example for the computation of an equivalent ((x)=Qya(x) + Qjg(x), see Section 6.4.2,

v X Sz f. Ry
Qu(x)=Prity €x70> 1) = [Re MU - GyPdy=1-e = [he ~ G(y)dy.
o a

In the following, some general considerations on semi-regenerative processes
are given. A pure jump process E(t) with state space Zy,..., Z,, is semi-
regenerative, with regeneration states 7y, ..., Z3, k < m, if the following hoids: Let
Lo, Gy, .-- be the seqience of successively occurring regeneration states and
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®g. ¢, ... the random time intervals between consecutive occurrence of
regenerative states (positive continuous random varizbles) then Eq.(A7.144) must be
fulfilled for n=1,2, ..., arbitrary {, j, i, ..., ;-1 €{0, ..., k}, and arbitrary positive
values xg, ..., x,_j (where E,, 1, have been changed in £, @,). In other words,
E(r) as given by E(f) =, for @g+... 4+, St <@y +...+Q, is a semi-Markov
process with state space Zj,...,Z; and transition probabilities Qji(x),
L j€l0,.... k), embedded in the original process E(t).

The piece (1), Qg +...+9, 1 St<@p+...4+9,, n=1,2, .., of the original
process is a cycle, as defined in Appendix A7.4. Its distribution depends on £, i.e.
on the regeneration state involved, and its probabilistic structure can be very
complicated. The epochs at which a fixed state Z;, 0<i<k occurs are
regeneration points and constitute a renewal process.

Often the set of system up states I/ is a subset of the regeneration states
Zy, .-.» Z. Equations (A7.158) and {(A7.159) can then be used to calculate the
reliability function Rg;(t) and the system mean time 1o failure MTTFg (sojourn
time in U). For the point availability PAg;(2), integral equations similar to Eq.
(A7.156) can be given (Sections 6.4.2, 6.4.3).

If the embedded semi-Markov process has an irreducible embedded Markov
chain and continuous conditional distribution functions Fi(x)=Prig,<x|{, = Z
Nn=Z)) i je(0,..., k}, then

;ll;n«}e Prit(r)=Z;}, i=0,...,k, ~ (AT1.168)

exist and do not depend on the initial distribution at £ =0 [A6.6 (Vol. II}). The
proof is based on the key renewal theoremn (Eq. {A7.29)). Denoting by T; the mean
sojourn time in the state Z; and by 7: the mean of the time interval between two
consecutive occurrences of Z; (cycle length) , it holds for i =0, ..., k that
] T
lim Prif(t)=2}=F=—% and PAg = 2 P (A7.169}
f—yes Tl‘l' Z"EU

For Example A7.12 it holds that py=p,=1/2 (embed. Markov chain), T,=1/(A+2,),
G=0-3N/X, Tog=1/(h+h, )+ MTTR+ [(1- (M) /ZOVIMITR, T3 =) LAA+A,)+
MTTR] +(1- AN MTTR, Fy=T; ! Ty, and B =T,/ T;,, see Eq. (6.109) for PAg=Ry+A,.

A7.8 Nonregenerative Stochastic Processes

The assumption of arbitrarily (i.e. not exponentially) distributed failure-free
operating times and repair times for the clements of a system already leads to
nonregenerative stochastic processes for simple series or parallel structures.
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Solutions are often problem-oriented and the aim of this section is merly to present -

some basic considerations. A general method of analysis consists in transforming
the given stochastic process into a semi-Markov or a Markov process by a suitable
state space extension. The following possibilities are ofien used:

1. Approximation of distribution finctions: Approximating the distribution funct-
ions (for failure-free operating times and for repair times) by Erlang distri-
butions (Eq. {A6.102)) allows a transformation of the original process inlo a
time-homogeneous Markov process through introduction of additional states.

2. Introduction of supplementary variables: Introducing for every element of a
system as supplementary variables the failure-free operating time since the last
repair and the repair time since the last failure, the original process can be
transformed into a Markov process with state space consisting of discrete and
continuous parameters. Investigations usually lead to partial differential
equations which can be solved with the corresponding boundary conditions.

The first method is best used when the failure andfor repair rates involved are
monotonically increasing from zero to a final value, its application is simple and
easy to understand (Fig. 6.6). The second method is very general [A7.4 (1955)].
However, difficulties with partial differential equations can limit its use.

A further method is based on the geneal concept of point processes. Considering
the sequence of jump times S, and states £, entered at these points, an equivalent
description of the process E(7) is obtained by a marked point process (S,, &,).
n=0, 1,.... Analysis of the system’s steady-state behavior follows using Korolyuk's
theorem (Pr{jump into Z during (z, £+ &]}= X, 8t + o(8r), with A; = E[Number
of jumps in Z; during the unit time interval}), see e.g. [A7.11, A7.12]. As an
example, consider a coberent system (Section 2.3.4) with n independent elements.
Let §;(1), ..., §,(#) and §(¢) be the binary processes with states 0 (down) and 1 (up)
describing the elements and the system, respectively. If the steady-state point
availability of any element E; of the system exists

MTTE,

e j=l,..,m, {(A7.170)
MTTF, + MTTR,

lim PA;(1)=lim Pr{{,(s)=1}=PA;=
I~y =y
then the steady-state point availability of the system is given by Eq. (2.48) and
can be expressed as PAg = MTTF; /(MTTF; + MTTRg), see e.g. [6.3, A7.10).
Investigations of the time behavior of systems with arbitrary failure and/or repair

rates can become difficult. In these cases, approximate expressions can be used
efficiently, see Sections 6.7 and 6.8.

A8 Basic Mathematical Statistics

Mathematical statistics deals basically with situations which can be described as
follows: Given a population of statistically identical, independent elements with
unknown (statistical) properties, measurements regarding these properties are made
on a (random} sample of this population and, on the basis of the collected data,
conclusions are made for the remaining elements of the population, Examples are
the parameter estimation for the distribution function of an item’s failure-free
operating time 7, or the decision whether the expected value (mean) of T is greater
than a given value. Mathematical statistics thus goes from observations
(realizations) of a given (random) event in a series of independent trials and
searches for a suitable probabilistic model for the event considered (inductive
approach). Methods used are based on probability theory and results oblained can
only be formulated in a probabilistic language. Minimization of the risk for a false
conclusion is an important objective in mathematical statistics. This Appendix
introduces the basic concepts of mathematical statistics used in planning and
evaluating quality and reliability tests, as given in Chapter 7. Emphased are
empirical methods, (statistical} parameter estimation, and (statistical) resting of
hypotheses. To simplify the notation, the terms random and statistical (in brackets)
will often be omitted, and mean stands for expected value. This appendix is a
compendium of mathematical statistics, consistent from a mathematical point of
view but still with engineering applications in mind.

A8.1 Empirical Methods

Empirical methods allow a quick and easy estimation of the distribution function as
well as of the mean, vatiance, and other moments characterizing a random variable.
These estimates are generally based on the empirical distribution function and have
thus great intuitive appeal. :
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A8.1.1 Empirical Distribution Function

A sample of size n of a random variable T with the distribution function F(f) is a
random vector T ={1,..., T,) whose components T; are tacitly assumed to be
independent and identically distributed random variables with F(#) = Pr{t; <¢},
i=1,...,n. Forexample, 1,..., T, can be the failure-free operating times of »
items randomly selected from a lot of statistically identical items, with a distri-
bution function F{f) of the failure-free operating time t. The observed failure-free
operating times, i.e. the realization of the random vector T= (T(, ..., Tp), is a set
#,..., tp of positive real values. The distinction between random variables
Tqs -«~s T, &nd their observations 11, ..., f,; is important from & mathematical point of
view.")

When the sample elements are ordered by increasing magnitude, an ordered
sample L), ... t(n) is obtained. The corresponding ordered observations are
(1ys -+ Imy-  For a set of ordered observations zy, ..., §,). the right continuous
function

0 for t <1,
i

F,,(t) S for ty St <ty (A8.1)
1 fort 2 i,

is the empirical distribution function of the random variable 7, see Fig. A8.1 fora
graphical representation. 15‘,,(:) expresses the relative frequency of the event {11}
in n independent trial repetitions and provides a well defined estimate of the
distribution function F(s)=Pr{t<¢}. In the following, the symbol ~ is used to
denote an estimate of an unknown quantity,

As mentioned in the footnote below, when investigating the properties of the
empirical distribution function f*’,,(r} it is necessary in BEq. (A8.1) to replace the
observations gy, -.., ¥, by the sample elements Ty, ..., T(,). For any given value
of t, nE,(#) is a binomially-distributed random variable (Eq. (A6.120)) with
parameter p=F(t). Thus ﬁ'n(t) has mean

ElF,(1)]= FQ), (A8.2)

and variance

*} The investigation of statistical methods and the discussion of their properties can only be based
on the (random) semple €|, ..., T,. However in applying the methods for a numerical cvalua-
tion (statistical decision), the observations 1, ..., i, have to be used. For this reason, the same
equation (or procedure) can be applied to t; or ¢; according to the situation.
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Figure A8.1 Example of an empirical distribution function

Var{l,(£)] = (A8.3)

(Ol —F(i))
EE—
Moreover, a direct application of the strong law of large numbers (Eq. (A6.146))
shows that for any given value of 1, 13,, {#) converges to F(t) with probability one
for n— . This convergence is wniform in ¢ and thus holds for the whole
distribution function F(¢). Proof of this important result is given in the Glivenko-
Cameelli theorem {A8.5, AB.14, AB.16], which states that the largest absolute
deviation between f*'n(r} and F(#) over all ¢, i.e.

D, = sup |F,(0-FO), (A84)

—ca e
converges with probability one toward

Pr{lim D, =0}=1. (A8.5)
n—poo

A8.1.2 Empirical Moments and Quantiles

The moments of a random variable T are completely deterrnined by the distribution
function F(f) = Pr{t <¢}. The empirical distribution f:,,(t) introduced in Appencix
AB.L.1 can be used to estimate the unknown moments of .

The valves ), ..., {,) having been fixed, ﬁ',, {t} can be regarded as the
distribution function of a discrete random variable with probability p; =1/n at the
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points Iz, £=1..n. Using Eq. (A6.35), the corresponding mean is the
empirical mean (empirical expectation) of T and is given by

~ n
E[t) = 1 Y. (A8.6)
o)
Taking into account the footnote on p. 436, ﬁ[t] is a random variable with mean

E{E[t]] = E[~ ch,]——nﬁm E[t], (A8.T)
I 1
and variance

Var[E[t]]= Var[—Erl]_ = nVar []__Va;[-c]‘

(AB.8)
Equation (AB.7) shows that E['r] is an unbiased estimate of E[1], see Eq. (A8.18).
Furthermore, from the strong law of large numbers {(Eq. {A6.147)) it follows that
E[t}> E[T] as n > o

. Pr{lim (121,-)=E[¢]] =1. (A8.9)
’ n—pee M.,

The exact distribution function of ﬁ[‘:] can only be given for some particular cases,
e.g. normal, exponential, or gamma distributions. However, the central limit
theorem (Eq. {A6.148)) shows that for large values of n the distribution of E[‘I’.’] can
be approximated by a normal distribution with mean E[t] and variance Var|t]}/n.

. . Based on F,(r), Egs. (A6.43) and (A8.6) provide an estimate of the variance as

B O

1—1 l-l

However, the expectation of this estimate is given by Var(t] (n—1)/n. For this
reason, the empirical variance of T is usually defined as

L1 Bt = —— (52 -1 ()2 A8.10
Vir{t] P 1‘2‘1(1 -E[1])" = n—l[E,t' - (‘_:Zlf.) 1. (A8.10)

for which it follows that
~ E[Vart]]= Varft]. (A8.11)

The higher-order moments (Eqs. (A6.41) and {A6.50)) can be similarly estim-
ated with
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1 ]
=3k and —2(: Bk, (A8.12)
a1 I3
The empirical quantile 14 is defined as the ¢ guantile of the empirical distrib-
ution function F, (¢}

=inf {£: (1) 2 q). (A8.13)

AB.1.3 Further Applications of the
Empirical Distribution Function..

Comparison of the empirical distribution function f:,, (1) with a given distribution
function F(z) is the basis for several non-parameiric statistical methods. These
include goodness-of-fit tests, confidence bands for distribution functions, and
graphical methods using probability charts.

A quantity often used in thiscontextis the largest absolute deviation D, between
F () and F(r), defined by Eq. (A8.4). [f the distribution function F(f) of the
random variable T is continuous, then the random variable F{t) is uniformly
distributed in [0, 1]. It folows that D, has a distribution independent of F(r). A.N.
Kolmogorov showed [A8.20] that for F(#) continuous and x>0,

lim Pr{vn D, < x| F(z)]_1+2)_“,( k28

The series converges rapidly, so that for x > 1/+/n,
lim Pr{D, sy| F()}=1~2e2n)?, (A8.14)
n—so
The distribution function of D, has been tabulated for small values of n [AB.25],
see Table A9.5 and Table A8.1. From the above it follows that:

For a given continuous distribution function F(t), the band F(t)yt y,_,
_overlaps the empirical distribution function F,(f) with probability 1-a,
where 0, — 0. as n— oo, With y,_,, defined by

Pr{D, <3| F)}=1-a (A8.15)
and given in Table A9.5 or Table A8.1.

If F(r) is not continuons, it can be shown that with y,_, from Eq. (A8.15), the
band F(r) t y,_, overlaps F,{r) with a probability 1 -c,, where o, > ¢ <a as
n— oo,
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Tabie A8.1 Values of yy_ . forwhich Pr{D, Sy;_o|F0}=1-@

a=02 a=01 a=10.05
0.684 0.776 0.342
5 0.447 0.509 0.563
10 0.323 0.369 0.409
20 0.232 0.265 0.294
30 0.190 0.218 0.242
40 0.165 0.189 0.210
50 0.148 0.170 0.188
forn>50 | 107/4n | L2204 | 13644n

The rele of F(2) and f‘,, (t) can be reversed in the above cousiderations, ie.:

The random band I?“n(r)i Y1-q Overlaps the true (unknown) disiribution
Sunction F(1) with probability 1-o,,, where 0, — 0. a5 n — o,

This last aspect is one of mathematical statistics (while the former one in relation o
Eq. (A8.15) was a problem of probability theory), allowing an estimation of an
unknown continuous distribution function F(r) .on the basis of the empirical
distribution function f?,,(t).

Example AB.1
How wide is the confidence band aronnd F,{¢} for n =30 and n =100 if a =027

Solution
From Table A8.1, Ygg = 0.19 for n=30 and Yy g = 0.107 for n=100. This Jeads to the
bmdF(:)thorn 30 and E, (1) +0.107 for n=100.

To simplify investigations, it is often useful to draw f?n(r) on a so-called
probability chart. The method is as follows:

The empirical distribution fiunction I?“,, () is drawn in a system of

coordinates in which a postulated type of continuous distribution function is

represented by a straight line; if the underlying distribution ¥(t) belongs to

this type of distribution function then, for a sufficiently large value of n the

points (1, F W) will approximate to a straight line (a systematic

deviation from a straight line, particularly in the domain 0.1< F <09,
+ leads to rejection of the type of distribution function assumed).

In many cases it is possible to obtain estimates for unknown parameters of the
underlying distribution function F (#} from the estimated straxght line for F .
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This holds in particular for the exponential, Weibull, lognormal and normal
distribution functions. Corresponding probability charts are given in Appendix
A9.8, The following is a derivation of the Weibuil probability chart. The function

F(r) =1— (AP

1
can be transformed to logm(l w )) = (A1) B log,o (e} and finally to
- F(y

logw logm( ) Bl()glo (I) + Blogm(k) + lOglo logm(e) . (AE 1 6)

1- F( )
In the system of coordinates logio(f) and logglog p(l/ (1~ F(r)), the Weibull
distribution function given by F(f)=1~¢-(*1® appears as a straight line. Fig. A8.2
shows this for $=1.5 and A =1/800h. As illusirated by Fig. A8.2, the parameters
f and A can be obtained graphically

* P is the slope of the straight line, it appears on the scale logyg logy(1 / (1 - F(t))
if ¢ is changed by one decade,

» for logyqg logyo(l / (1 - F(£)) = logyg logjole), i.e. on the dashed line in Fig. A8.2,
one has logyg{At) =0 and thus A =1/1.

Natural logarithms (In) can be used instead of decimal logarithms (logyg). The
Weibull probability chart also applies to the exponential distribution (p=1).

Practical examples for the application of graphical estimation methods are given
in Section 7.5 (Figs. 7.12 - 7.14),

For a three parameter Weibull distribution (F(t) = 1- e “'"’DB, t2\y) one
can operate with the lime axis ¢'= ¢ — y, giving a straight line as before, or consider
the concave curve obtained when using ¢ (see Fig. A8.2 for an example).
Conversely, from a concave curve describing a Weibull distribution {e.g. in the case
of an emp:rwat evaluation of data) it is possible to find ¥ using the relationship
W= (4t ~ 2 m (2 1, —2t,) existing between two arbitrary points f),# and ¢,
obtained from the mean of F{t)) and F(t,) on the scale logg log;(1/ (1 -F(1))),
see Example A6.14 for a derivation and Fig, A8.2 for an application with #; =400h
and #, =1000h, giving ¢, =600h and y=200h.

A8.2 Parameter Estimation

In many applications it can be assumed that the type of distribution function F(z) of
the underlying random variable T is known. This means that F(r)}= F(r, Bj...., 0p)
is known in its functional form, the real-valued parameters 8y, ..., 8, having to be
estimated. The unknown parameters of F(f) must be estimated on the basis of the

‘observations 1, ..., #,. A distinction is made between point and interval estimation.
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A8.2.1 Point Estimation

Consider first the case where the given distribution function F(#) only depends of
one (unknown) parameter 8. A point estimate for 0 is a function

By = 0t e 1) (A8.17)

of the observations #,...,t, of the random variable © (not of the unknown
parameter 6 itself).”) The estimate 8, is
» unbiased, if

E9,]1=0, (A8.18)

* consistent, if én converges to 0 in probability, i.e. if forany € >0
lim Pr{|8, -8|>£} = 0, (A8.19)
n—yoe

+ strongly consistent, if é,, converges to O with prabability one, i.e.
Pr{lim 8, = 8} =1, (A8.20)

A=y
« efficient, if
El(6, - 6)2] | (A8.21)

is a minimum for every value of n,

* sufficient, if 6, contains all information about 8 availab}\c in the observations #,
.+ 4, 1.6, if the conditional distribution of % for given 8, does not depend on 9.

For an unbiased estimate, Eq. (A8.21) becomes
El(6,, - )21 = E[(6, — E[8,1)2] = Var[f,1. (A8.22)

An unbiased estimate is thus efficient if Va.r{é,,] is a minimum, and consistent if
Var{é,,] -0 for n— . This last statement is a consequence of Chebyschev's
inequality (Eq. (A6.49)). Other useful properties of estimates are asymptotic
unbiasedness and asymptotic efficiency.

Several methods are known for estimating 0. To these belong the methods
of moments, quantiles, least squares, and maximum likelthood. The maximum
likelihood method [AB.6, AB.10, AB.I8, A8.27] is commonly used in engineering
applications. It provides point estimates which, under relatively general conditions,

) Bayesian estimation theory, which considers © as a random variable and assigns to it an a priori
distribution function, will not be considered here. As a function of the random sample
T=(1{, ..., T,)), Oy is 2 random variable (see foomole on p. 436), © is an unknown constant,
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are consistent, asymptotically unbiased, asymptotically efficient, and asympto-
tically normal-distributed. It can be shown that if an efficient estimate exists, then
the likelihood equation (Egs. (AB.25) or (A8.26)) has this estimate as a unique
solution. Furthermore, an estimate 0, is sufficiens if and only if the likelihood
function (Egs. (A8.23) or (A8.24)2 can be written in two factors, one depending on
t], - # ONly, the other on 0 and 8, = u(4),...,4, ), see Examples A8.2 to A8.4.

The maximum likelihood method was developed by R.A. Fisher [A8.15 (1921)]
and is based on the following idea:

Ify, ..., t, are n independent observations of a discrete random variable 1,
the probability of obtaining exactly these observations within a sample of
size n of T is given by the likelihood function

. H
L(ty, ... £,,8) = [T p;(8), with p;(B) = Prlt = 1;}; (A8.23)
i=1
as an estimate of the unknown parameter 0, the value é" has to be selected
which maximizes the likelihood function L.

In the case of a continuous random variable T, the probabilities p;(8) can be
replaced by the density functions f(r;, 6) and Eq. (A8.23) becomes

n
L, ..., £,8) = [ 5, ©). (AR.24)

i=1

Since the logarithmic function is monotonically increasing, the use of In{L} instead
of L leads to the same result. If L(1, ..., 1, B) is derivable and the maximum
likelihood estimate 8, exists, then it will satisfy the equation

aml,...,:,,,e)‘ _
< L -0, (A8.25)
or
. aln(l,(rl....,rn,e))| =0, _ (AB.26)
d6 0=8

The maximum likelihood method can be genefalized to the case of a distribution
function with a finite number of unknown parameters @y, ..., 0,. Instead of Eq.
(A8.26) for example, the following system of r algebraic equations must be solved

In(L(r,, ... L, 0, ...,0,))
a0,

=0, i=L...,r. (AB.2T)
& =By

The existence and uniqueness of a maximum likeliiood estimate is satisfied in most
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practical applications. To simplify the notation, the index n will be omitted for the
estimated parameters in the following.

Example A2
Let g, ..., t,, be statistically independent observations of an exponentially distributed failure-
free operating time 1. Determine the maximum likelihood estimate for the unknown parameter A
of the exponential distribution.

Solution

With fe,3) = he ™, Bg. (AB.24) yields L{xy, ..., t, 3) =W MU1F - Hn} from which

n

Lt ot

i= (A8.28)
This case corresponds to a sarmpling plan with n elements without replacement, tenminated at the
occwrrence of the n-th failure (Type I censoring). A depends only on the sum f) + ... +£,, not
on the individual values of t;; # +... +4, is a sufficient statistic and Aisa sufficient estimate
(L=1 -J\"e'"“l). T must be noted that A = ni{ty + ... +1,} is a biased estimate, unbiased is
A= (n =13/ (t1+... +1,): unbiased is also ﬁ['l:] =(t+...+1,)/n, sce Eq. (AB.7).

Example A8.3

Assuming that an event A has occurred exactly & times in a Bernoulli trials, compute the max.
likelihood estimate for the unknown probability p for event A to occur (binomial distribution ).
Selution

Using Eq. (A6.120), the likelihood function (Eq. (A8.23)) becomes

"ok =k n
L=pk=(Jp (1-p or InL=ln(k]+klnp+(n-k)ln(l—p).

This leads to

p=f. (AB29)
b is unbiased. It depends only on &, ie_ on the number of the event occurrences in » indepen-
dent trials; & is a sufficiens statistic and B is a sufficient estimate (L= (:) P -,

Example A8.4

Let 4, ..., k,, be independent observations of a random variable T distributed according to the
Poisson distribution defined by Eg. (46.125). Determine the maximum likelihood estimate for
the unknown parameter m of the Poisson distribution.

Solution

The likelthood function becomes

LR NNEY 4
m " —MN M

L=—e
Kt k!

of 1L = (k +... + &, )lam—mn —Infk! ... k,!)

and thus

b+ ..tk

ﬁTﬂﬂ_ (AB.30)
#it is unbiased. It depends only on the sum ky + ...+ &,, not on the individual &;; & +... +&,
is & sufficient statistic and rh is & swfficient estimate (L=(1/k) ... kyl)-(m" *o~27)),
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Example A8.5

Let 4, ..., 1, be suatistically independent chservations of a Weibull distributed failure-free
opetating time 7. Determine the maximum likelihood estimate for the unknown parameters A
and P of the Weibul! distribution.

Solution B
with £(t, A, B) = BAADP e *7 it follows from Eq. (A8.24) that

—A (tF +:§) i

Lt - 1 1 B) = (BAP)"e ™
This leads to
. -1
Etlﬁlnlf n R 1 a
f= R—M%ZInt,- and A=[n".]’ﬁ. (A8.31)
5 i=1 3 8

at i=l

The solution for ﬁ is unique and can be found, for instance, using Newton's approximation
method {the value obtained from the empirical distribution function can give a good initial value,
see Fig. 7.12).

Due to cost and time limitations, the situation often arises in reliability
applications when the items under test are run in parallel and the test is stopped
before all items have failed. If there are n items, and at the end of the test k have
failed (at the individual failure times #| <ty <...<f) and n—k are still working,
then the operating times T, ..., T,_; of the items still working at the end of the test
should also be accounted for in the evaluation. Considering a Weibull distribution
as in Example A8.5, and assuming that the operating times Tj,..., T,_; have been
observed in addition to the failure-free operaling times 7, ..., f;, then

B, _ B
Ll o2 B = @t 0 8- 1H A1)
i=1 =
yielding
. k= a—k o -1
TP+ 3 T, R
s iat el I . k 1/
B= 1 B "'ETE ——‘Erll'l[:- and A=[W] . (A8.32)
5+ ? = i+
Ei' P :‘51l ,51 !
Often, Tj=...=T,,_;=T,.q is the fixed (given) test duration (Type I (time) censoring)

or, altenatively, 7j=..=T,_;=1I;, i.e. the tesl is stopped at the (random} occurrence
of the k-th failure (Type II (failure} censoring). The two situations are different
from a statistical point of view and this has to be considered in the analysis of data.

For f =1, ie. for the exponential distribution, Eq. (A8.31) reduces to Eqg.
(A8.28) and Eg. (A8.32) to
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i = k
T E & {A8.33)
Yo+ T
=l j=t

If the test is stopped on the occurrence of the k-th failure, then (in general)
fi=_.=T _,=t, and the quantity

TR:t]+“'+rk +(H—k)tk (A8.34)

is the random cumulative operating time over all items during the test. Considering
that Ty = ntj+ (m—1}(t, —t;) +... + (n— & + 1)(1, ~¢,_,), this situation corresponds to
a sampling plan with » elements withour replacement (renewal), censored at the
occurrence of the k-th failure (Type Il censoring), see Example AB.2 (k=n). It can
be shown that the estimate A =k /7, is biased. An unbiased estimate is given by

: k-1
A= .
TR (A8.35)

If the test is stopped at the fixed time T, then Tp=# +.. 415 +(n-Kk)T,,,.
In this case, #,...,f; and k are random; k/T, is a biased estimate for A. This
situation corresponds to a sampling plan with n elements without replacement,
censored at a fixed (given) test dme T, (Type I censoring).

The case of n elements {n>1) with replacement is important for practical

applications and is considered in Sections A8.2.2.2 and 7.2.2.1 10 7.2.2.3.

A8.2.2 Interval Estimation

As shown in Appendix A8.2.1, a point estimation has the advantage of providing an
estimate quickly. However, it does not give any indication as to the deviation of the
estimate from the true parameter, More information can be obtamed from an
interval estimation. With an interval estimation, a (random) inferval {91: 0 L] is
sought such that it overlaps the true value of the unknown parameter 6 with a given
probability y. [8;,8,]is the confidence interval, 91 and 9 are the lower and upper
confidence limits, and v is the confidence level. 7y has the followmg interpretation:

In an increasing number of independent samples of size n (used to obtain
confidence intervals), the relative frequency of the cases in which the
confidence intervals [6;, 0, ] overlap the unknown parameter & converges
to the confidence level v .

In the discrete case it is often impossible to reach a given confidence level y
exactly. The true overlap probability should be here near to (but not less than) y .
The confidence interval can also be one-sided, i.e. (—oo, 8 L] or [91- ©), with
{0, 6 }1if 82 0. Figure A8.3 shows some examples of confidence intervals.
The concept of confidence intervals was introduced independently by J. Neyman
and R. A. Fisher around 1930). In the following, three important cases for quality
control and reliability tests are considered, see e.g. [A8.1] for more general cases.
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Figure A8.3 Examples of confidence intervals for 020

A8.22.1 FEstimation of an Unknown Probability p

Consider a sequence of Bernowlii trials (Appendix A6.10.7) where a given event A
can occur with constant probability p at each trial. The binomial distribution

n=(y)pa-pr

gives the probability that the event A will occur exactly & times in » independent
trials. From the expression for pyg, it follows that

ky ] .
Prll S observationsof Al nzils<ky | pl= 3, [’:] P-p*7.  (a836)
: : . i=k

In matﬁematical statistics, the parameter p is unknown. A confidence interval for p
is_ sought, based on the observed number of occurrences of the event A in n
Bemoulli trials. A first solution to this problem has been presented by Clopper and
Peatson in [A8.7]. For given vy=1-,-B, (0<B, <1-B, <1} the following
halds: '

If in n trials the event A has occurred k times, there is a probability nearly
equal to (but not smaller than) ¥ = 1-By — B, that the confidence interval
[$1. Pu) overlaps the true (unknown) probability p, with P, and b, given by

ﬁ(:’) pi(1~ ﬁ‘)""' =B, for 0<k<n, (A8.37)
and

kin af Y. 2

‘_Zu(i)pu(l—p") =By, for D<k<n; (A8.38)

j=l
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Jor k=0 take
F=0 and p,=1-Tf, with  y=1-0j, (A8.39)
and for k=n take
B="B, and B, =1 with y=1-P;. (A8.40)

Considering that & is a random variable, py and p, are random variables.
According to the foomote on p. 436, it would be more correct (from a mathematical
point of view) to compute from Egs. (A8.37) and (A8.38) the quantities py; and
Dy and then to set py; = py and p, = py,,. For simplicity, this has been omitted
here. Assuming p as a random variable, f, and f, would be the probabilities for p
to be greater than p, and smaller than py, respectively (Fig. A8.3). The proof of
Eqs. (A8.37) to (A8.40) is based on the monotonic property of the function

k(n i n=i
B.(kp)= % ;1P (-py.
B, (k, p) decreases in p for fixed k and increases in  for fixed p (Fig. A8.4). Thus,
for any p > p, it follows that

Bn(k-P) < Bn(knﬁu) = E’l'

For p> p,, the probability that the (random) number of observations in r trials will
take one of the values 0,1,...,k is thus <pB, (for p>p’ in Fig. A8.4, the
staternent would also be true for a K > k). This holds in particular for a number of
observations equal to & and proves Eq. (A8.38). The proof of Eq. (A8.37) is
similar.

k . N
e -p)™t

i=f

A
1.0

n=20, k=9

—_— — =20, k=10
0.5
B -

—— t ol 4
0 055, p' 10

Figure AB.4 Grephs of the binornial distribution for n fixed and two values of k
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To determine p; and P, as in Eqs. (A8.37) and (A8.38), a Table of the Fisher
distribution (Appendix A9.4) or of the Beta function can be used. In practice
however, for B, =B, = (1-v)/ 2 and n sufficiently large one of the following
approximate solutions is sufficient:

1. For min{np,n(l—p» > 5, a good estimate for p; and P, can be found using
the integral Laplace theorem (De Moivre-Laplace theorem). Rearranging Eq.
(A6.149) and considering glﬁ, =k yields

2
2 b
fim pr{X - pyp < 2 PU=P)y 2 fe Zdr. (A841)

[ H f - 'Jﬁo

The right-hand side of Eq. (A8.41) is equal to the confidence level v, ie.

2

9 b X
——fe 2dx=y.
NN
Thus, for a given y the value of & can be obtained from a table of the normal
distribution, & is the (1+%)/2 quantile of the standard normal distribution
@(t), ie, b=14,y)/2 givingeg b=1.64 for y=0.9 (Table A%.1). On the
left-hand side of Eq. (A8.41), the expression

k. pip(l-
Elpp= 2(1-p)

n n

(A8.42)

is the equation of the confidence ellipse. For given values of £, n, and b,
confidence limits p; and p, can thus be determined as roots of Eq. (A8.42)

, k+0.5bzib1/kl—kl +br4
(-k/n) . (A8.43)

Put = n+b?

For the confidence limits obtained using Eq. {A843), B, =B, =(-v)/2.
Figure AB.5 shows confidence ellipses for ¥ = 0.9 and different values of n.

2. For small values of r, confidence limits can be determined graphically from the
envelopes of Egs. (A8.37) and (A8.38) for P; =B, =(1-7v}/ 2. These curves
are given in Fig. 7.1 for ¥ = 0.8 and ¥y =0.8. For n > 50, the curves of Fig. 7.1
coincide with the confidence ellipses given by Eq. (A8.42).

One-sided confidence intervals can also be determined from the above values for
By and p,. Figure A8.3 shows that

O0<ps<p,, with y=1-p; and F=<p<l with y=1-0;. (A8.44)
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Figure AB.5 Confidence ellipses for a confidence level ¥ =0.9 and for n =10, 25, 50, and 100

Example AS.6

Using confidence ellipses, determine the confidence interval [, 7,1 of an unknown probability
pforthecase n=50, k=5, and y=09.

Solution

Setting n =350, k=35, and b =1.64 in Eq. {A8.43) yields the confidence interval [0.05, 0.19].
The corresponding one-sided confidence intervals would be given by p<0.19 or pz0.05 with
¥ =095

The role of k/n and p in Eq. (A8.42) can be reversed, and Eq. (A8.42) can be
used to solve a problem of probability theory, i.e. to compute, for a given
probability ¥ (y =1-p; —B, with B, =B, ), the limits % and ky of the number of
cbservations  in n independent trials {(number k of defective items in a sample of
size n for example) for given values of p and n

kyy =nptbfnp(l-p). {AB.45)

As in Eq. (A8.43), the quantity & in Eq. (A8.45) is the (1+y)/2 quantile of the
normal distribution (e.g. »=1.64 for y=0.9 from Table A9.1), For a graphical
solution, Fig. A8.5 can be used by taking the ordinate p as known and by reading
ky/n and k;/n from the abscissa.
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A8.2.2.2 Estimation of the Parameter A of an Exponential Distribution
for Fixed Test Duration T (Type I censoring} with Replacement

Consider now an item having a constant fzilure rate A and assume that at each
failure it will be immediately replaced by a new, statistically equivalent item, in a
negligible replacement time {Appendix A7.2). Because of the memoryless property
(constant failure rate), the number of failures in (0, T] is Poisson-distributed and is
given by (Eq. (A7.39)) Prik failures in (0,71} A) = A1)’ ™*T/k. A maximum
likelihood point estimate for A follows then from Eq. (A8.30), with n=1 and

m=AT,as

~ k
A=—. (A8.46)

T
A confidence interval estimation for the failure rate A can thus be reduced to
estimating the confidence interval for the parameter m=AT of a Poisson
distribution. Considering Eqs. (A8.37) and (A8.38) and the similarity between the
binomial and the Poisson distribution, the confidence limits ?uf and )L can be

determined for a given ¥ =1-P; -B, (0 <P, <1-p, <1), from

”

o i 2
2(3.;7') e—lgT =By for k>0, (A8.47)
i=k
and
k 7 i
Z(M‘Tne’l“ Tpy. for k>0; (A8.48)
=0 "
for k =0 takes
A=0  and A, =1—“(—11-{91—), with y=1-fy, (AB.49)

On the basis of the known relationship to the chi-square (%2) distribution, the
values 11 and 7\. from Egs. (A8.47) and (A8.48) can be obtained from of the
quannles of the chi-square distribution (Appendix A9.2). Thus,

2
A= %El for k>0, (A8.50)
and
2
A =x_2&;'%£ﬁt. for kz0. (A8.51)

B, =B, = (1-¥)/2 is frequently used in practical applications, see Fig. 7.6 for a
graphical solution of Eqs. (A8.47) and {A8.48) for this case.
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One-sided confidence intervals are given as in the previous section by
0<is<hy,, with y=1-p; and A;SA<w, with y=1-B,. (A8.52)

The simation considered in this section corresponds to that of a sampling plan
with # elements with replacement, each of them with falure rate A'=i/n,
terminated at a fixed test time T (Type I censoring). This situation is statistically
different from that presented in Section A8.2.2.3,

A8.2.2.3 Estimation of the Parameter A of an Exponential Distribution for
Fixed Number n of Failures (Type II censoring) without Replacement

Let 1,..., T, beindependent random vanables distributed according to a common
dlsmbutmn function F(t} = Prit, <1t =1-¢™"', i=1,.., n. From Eq. (A7.38),

“‘l(x;)' p M
Prit,+..+1, <8 =1- 2 Ix"_le_xdx (A8.53)
(n—])!n
and thus
bi
Pria<ty+..+1,<b}= =l g=x gy .
fa<m n<b (u-l)!aflx ¢

Setting a=n(L-€5)/) and b=n(l+£)/A it follows that

n(l+e1}
" e ¥ gx. (AB.54)
nil—e3)

1-¢g, '<'|:1+...+1:,I < 1+al}_ 1

Pr{ <
A n A (n-1)

Considering now T, ..., T, as a random sample of T with #, ..., £, as observations,
Eq. (A8.54) can be used to compute confidence limits A; and A, for the parameter
A. For a given confidence level v =1-B,-B, (0<p, <1-B; <1), this leads to

A=(-g)h  and A, =(+e)h, (A8.55)
with

and g, €, given by

L Tx"'le"dx‘-ﬂ and L "uf&z] "o dy AR.57
(=1 e o -t 5 T F =B (ABST)
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Figure AS.6  Probability y that the interval (i + e)A overlaps the truc value of A for the case of a
fixed number n of failures (A =n/(f + ... +1,), Pr{t<f}=1-¢7"")

From this (Appendix A9.2), €= (3, p)/2n—1and &y =1-(x}, g,)/2n, and thus

2 2
5"1 = M_ and ):u = M_ (AB.58)
204 + ... +iy) 20t + ... + )

€3 =1 or & =<0 lead to one-sided confidence intervais [0, iu] or [i;, =c). Figure
AB.6 gives the graphical relationship between n, ¥, and £ for the case €; =€, =E.

The case considered here corresponds to the situation described in Example
A8.2, ie a sampling plan with n clements without replacement, terminated at the
occurrence of the n-th failure (Type I censoring), which is statistically different
from that presented in Section A8.2.2.2.

Example A8.7
For the case of a fixed number a=50 of failures and y =0.9, determine the two-sided
confidence interval for the parameter A of an cxponential distribution as a function of A.

Sotution
Figure A8.6 yields € =0.24 and thus leads to the confidence interval [0.764, 1.244).
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A8.3 Testing Statistical Hypotheses

When testing a statistical hypothesis, the objective is to solve the following
problem:
From one’s own experience, the nature of the problem, or simply as a basic
hypothesis, a specific null hypothesis Hy is formulated for the statistical
properties of the observed random variable; a rule is then sought which
allows rejection or acceptance of Hy on the basis of the observations made
Jrom a sampie of the random variable under consideration .

If R is the unknown reliability of an item, the following null hypotheses Hj are for
instance possible:

la) Hy: R=Ry
1b) Hy: R>R,
lc) Hy: R<Ry.

To test whether the failure-free operating time of an item is distributed according to
an exponential distribution Fy()=1- e~ M with unknown A, or Fy(#)=1- e Mot
with known Ay, the foliowing null hypotheses Hy can be for instance formulated:

2a) Hy: the distribution function is EFy(t)

2b) Hy: the distribution function is different from Fy(s)

2c) Hy: X=Xy, provided the distribution is exponential

2d) Hy: A <Ag, provided the distribution is exponential

2e) Hpy: the distribution function is 1- e"“. parameter A unknown.

It is usual o subdivide hypotheses into parametric (1a, 1b, l¢, 2¢, 2d} and non-

parametric ones (2a, 2b, and 2¢). For each of these types, a distinction is also made

between simple hypotheses (1a, 2a, 2¢) and composite hypotheses (1b,1¢,2b,2d,2e).
When testing a hypothesis, rwo kinds of errors can occur (Table A8.2):

» nype I error, i.e. the error of rejecting a true hypothesis Hj, the probability of
this error is denoted by o

* type Il error, i.e the error of accepting a false hypothesis Hy, the probability of
this error is denoted by P (to find f, an alternative hypothesis Hy is necessary,
is then the probability of accepting Hjy assuming H is true).

If the sample space is divided into two complementary sets, A for acceptance and
A for rejection, the type T and type IT errors are given by

o = Prisample in 7 | H, true}, (AB59)

f8 = Pr{sample in 4 | H, false (H, true}}. (A8.60)
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Both kinds of error are possible and cannot be minimized simmltaneously (non-
determninistic case). Often o is selected and a test is sought so that, for a given H,
p will be minimized. It can be shown that such a test always exists if Hy and H,
are simple hypotheses [A8.22]. The following sections consider important
procedures which apply in quality control and reliability tests, see Chapter 7 for
applications.

A8.3.1 Testing an Unknown Probability p

Let A be an event which can occur at every independent trial with the constant,
unknown probability p. A rule (test plan) is sought which allows testing of the
hypothesis

H % A8.61
: < t T = [} ,
0 P<Pg o 7, X ( )
agairist the alternative hypothesis
H,
m:p>p (m2zp) = - = p (AB.62)
o B 1

The type I error should be nearly equal to (but not smaller than) & for p = py (if

possible less than & for p < p;). The fype IT error should be nearly equai to (but

not smaller than) f for p = p, (if possible less than B for p > p;). Such a siwation

often occurs in practical applications, in particular in:

¢ quality control, where p refers to the fraction of defective items (defective
probability),

* reliahility tests, where it is usnal to set p=1— R (R = reliability) or p=1-PA
(PA =steady-state availability).

In both cases, o is the producer’s risk and f the consumer’s risk. The two most
freq_ucntly_ used procedures for testing hypotheses defined by the relations (A8.61)
and (A8.62), with p, > Dp, are the simple two-sided sampling plan and the
sequential test,

Table AB.2 Possible errors when testing a hypothesis

Hy is rejected Hy is accepted

Hp istrue false — type I ervor (o) correct

Hy is false (H is true) carrect false — type Il exror (5)
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Figure A8.7 Operating characteristic {probability of acceptance) as a function of p for fixed s and ¢
(pp=1%, py =2%, c=p=0135, n=462, c=6)

A83.11 Simple Twao-sided Sampling Plan

The rule for the simple two-sided sampling plan (simple two-sided test) is:

1. For given p,, p,, &, and f§ (0 < o <1-P <1}, compute the smallest integers ¢
and n which satisfy

3 (':) pia-po i 2i-o (A8.63)
i=0

and
(7)pia-po™'<p. (AB.64)

i=

2. Perform n independent trials (Bernoulli trials), determine the number & in which
the event A (component defective for example) has occurred, and

ereject Hy, if k>c _
vaccept Hy, if k<c. (AB.65)

As in the case of Eqgs. (A8.37) and (A8.38), the proof of the above rule is based on
the monotonic property of

B,(c.p) = i(':)p"(l -,
i=0
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For known #, ¢, and p, B,(c, p) gives the probability of having up fo ¢ defectives in
a sample of size n. Thus, assuming Hy true, it follows that the probability of
rejecting Hy (i.e. the probability of having more than ¢ defectives in a sample of
size #) is smaller than ¢, then
n , .
Prirejection of H, | H, true}= Y (:)p'(l—p)“"‘| ppy <.
i=c+l

Similarly, if H is true (p > py), it follows that the probability of accepting Hj is
smaller than B, then

[ . .
Pr{acceptance of Hy | H, true} = Z(,:)pt(l -p"
=0

p>p, <f.

The assumptions made with Eqs. (AB.63) and (A8.64) are thus satisfied. As shown
by the above inequalities, the type I error and the type II etror are in this case <o
for p< p, and <f for p > p;, respectively. Figure AB.7 presents the results for
Pa=1%, p, = 2%, and o =P%£20%. The curve of Fig. A8.7 is known as the
operating characteristic (OC). If pg and p are small (up to a few %) orclose to 1,
the Poisson approximation (Bq. (A6.129)) can be used.

AB.3.1.2 Sequential Test

Assume that in a two-sided sampling plan with n=50 and ¢=2, k =3 occurs at
the 12th trial. Since &> ¢, the hypothesis Hy will be rejected as per procedure
(A8.65), independent of how often the event A will occur during the remaining 38
trials. This example brings up the question of whether a plan can be established for
testing Hyy in which no unrecessary irials (the remaining 38 in the above example)
have to be performed. To solve this problem, A. Wald proposed in 1947 the
sequential test [AB.30]. For this test, one element after another is taken from the lot
and tested. Depending upon the actual frequency of the observed event, the
decision is made to either

“reject H,
* accept Hy
* perform a further trial.

The testing procedure can be described as follows (Fig. A8.8):

In a system of cartesian coordinates, the number n of trigls is recorded on
the abscissa and the number k of trials in which the event A occurred on the
ordinate; the test is siopped with acceptance or rejection as soon as the
resulting staircase curve k =f(n) crosses the acceptance or rejeciion line
given in the cartesian coordinates for specified values of py, p, © and B.
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Figure A8.8 Sequential test for py =1%. p) =2%, and x=f = 20%

The acceptance and rejection lines can be determined from:

Acceptance line: k=an-¥b, (A8.66)
Rejection line : k=an+b, (AB.67)
with [AB.30]
L- 1- _
n-—f2 n— In B

ar——B B - o (AB69)

!11-&4—1r1——£2 1|1—‘E'~+1n———'?i lnﬂ-+lnvi

Py I-p Py I-p, Py 1-p,

Figure A8.8 shows the acceptance and the rejection line for py = 1%, p, = 2%, and
o =P =20%. Practical remarks related to sequential fests are given in Sections
7.122and 7222,

A83.1.3 Simple One-sided Sampling Plan

One-sided sampling plans (one sided tests) are used in practical applications when
H,:p<psand H:p>p, or Hy:p<p and H :p> p are assumed. These
plans are introduced here and discussed in Section 7.1.3.

Setting p, = p, in the relationship (A8.62), i.e. testing

Hy: p<p, (A8.69)

against
Hy: p>py (AB.70)
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Figure AB.9 Operating characieristics for Po= 1%, a=0land c=0 (n=10), e =1 (n=53),
c=2(n=110), c=3(r=1M)und c =

with dne ¢, n pair (for c=0, 1, ...) from Eq. (A8.63) and the test procedure (A8.65),
the type Ii error can become very large and reach approximately the value 1« for
P = py- Depending upon the value selected for ¢ =0, L, ... and that computed for n
{the smallest » which satisfies Eq. (AB.63)), different plans (pairs of ¢, n) are
possible. Each of these plans yields different type Il errors. Figure A8.9 shows this
for some values of ¢ (the type II error is equal to the ordinate of the operating
characteristic for p > p,). It is common usage in such cases to define

Py = AQL, (A8.71)

where AQL stands for Acceptable Quality Level. The above considerations show
that with the choice of only py and o (instead of p,, p,, o, and B) the producer
can realize an advantage, particularly if small values of ¢ are used.

On the other hand, setting p; = p; in the relationship (A8.62), i.e. testing

Hy: p<p, (A8.72)
against
H: p>p (AB. 73}

with one ¢, n pair {(for ¢ =0, 1, ...) from Eq. (A8.64) and the test procedure (AR.65),
the type I error can become very large and reach approximately the value 1-B for
P = p,. Depending upon the value selected for c =0, 1,... and that computed for n
(the largest n which satisfies Eq.(A8.64})), different plans (pairs of ¢, n) are possible.
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Considerations here are similar to those of the previous case, where only py and @
were selected. For small values of ¢ the consumer can realize an advantage. It is
commoen usage to define

p, = LTPD, (A8.74)

where LTPD stands for Lot Tolerance Percent Defective.

AB.3.2 Goodness-of-fit Tests for Completely Defined F(¢)

Goodness-af-fit tests belong to a particular class of hypothesis testing [A8.10]. Let
fls -+ Iy be n independent observations of a random variable t, a rule is sought to
test the null hypothesis

Hy: the distribution function of T is Fy(1), (A8.75)

against the alternative hypothesis
Hy:  the distribution function of T is not Fy(¢), (AB.76)

where Fy(?) is, in this section, completely defined. Among other possibilities, the
Kolmogorov-Smirnov and chi-square (x?) tests are frequently used to solve this
problem. Both tests are based upon comparison of the empirical distribution
Junction f"'n () with the postulated distribution function Fy(#).

1. The Kolmogorov-Smirnov test uses the statistics

D, = sup |B()-Fy(n))
—oof Loa
defined in Appendix A8.1.3. If T is continuous, the distribution of P‘,,(r) under
the hypothesis Hy is independent of the type of Fy(¢). For a given fype I error
o, the hypothesis Hy must be rejected for

Dn > Y-g-
where y|_, is defined by
Pe{D, > y1_q| Hp is true} = ax. (AB.77)

Values for y,_, are given in Tables A8.1 and A9.5. However, in general
nothing can be said about the risk of accepting a false hypothesis Hy (to
compute the type II error B, an altermative hypothesis H; must be assumed).
Figure A8.10 illustrates the Kolmogorov-Smimov test with hypothesis Hy not
rejected.
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Figure A5.10 Kolmogorov-Smirnoy test (n =20, o = 20%)

2. The chi-square { %2 ) goodness-of-fii test starts from a selected partition (a;, 231,
(ay, &3], ..., {ag, a; ] of the set of possible values of T and uses the statistics

Etk—np)yY & K
x2 =i)_:l(u*un_‘0i’"—)=i2=‘in—'ﬂ—n. (A8.78)
where
k; = n(Ey(a;11) - Fyla)) (A8.79)
ere the number of observations (realizations of ©) in {a;, g;.1] and
ap; = n(Eylap1)—Fyla)) (A8.80)

are the expected number of observations in (a;, a;;;] under the hypothesis Hy.
K. Pearson [A8.26] has shown that the asymptotic distribution af X: under Hy
for n—eo iz a %2 distribution with k-1 degrees of freedom. Thus for given
type 1 error @,

Tim Pr{X2 > %% || o Hotre}=a (AB81)

hblds. and the hypothesis Hyp must be rejected if
XE> A5 (A8.82)

%21 1is the (1- @) guantile of the x? distribution with k—1 degrees of
freedom. The classes (a1, a3, (a3, as], ..., {4y, Gy, ] are to be chosen before
the test is performed in such a way that all p; arc approximately equal.
Convergence is generally good, even for relatively small values of n (np; 2 5).
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A8.3.3 Goodness-of-fit Tests for a Distribution F,(¢)

with Unknown Parameters

The Kolmogorov-Smimov test can be used in some cases where the underlying
distribution function Fy(t) is not completely known (parameter unknown).
However, the quantities y;_,, must be calculated for each type of distribution.

The chi-square (%2) test offers a more general approach. Let Fy(r) be the

assumed distribution function, known up to the parameters 6, ..., 8,. If

the unknown parameters €, ..., 0, are estimated according to the maximum
likelihood methad on the basis of the observed frequencies &; (using the
multinomial distributicn given by Eq. (A6.124)), i.e. from the following system
of r algebraic equations (see Example AB.8)

k, 9p,(0,,....8,)
2 . 1

08, 8,) 9, 1%

k
) =0, =11 (A8.83)

2
i ong 9P
98, 08,90

i F¥m

exist(i=L... &k, jym=1..,r<k-1),

the matrix with elements -%L is of rank r,

!

then the statistics

T Y

x? -n, (A8.84)
= AP = B

computed with p; =Fy(asy1, 8y, ..., 6,)—Fy(a;, 6y,....6,), has under Hy
asymptotically for n-—> e a %2 distribution with k~1—r degrees of freedom
[AB.15 (1924)]. Thus, for a given type I error o,

lim Pr{X > %2, | | Ho e} =@, (A8.85)

n—poo

holds, and the hypothesis Hy must be rejected if

2> %ty oo (A8.86)

Xb_ir.toq I8 the (1-or) quantile of the x2 distribution with k- 1-r degrees of
freedom. !t should be noted that the computation of the parameters 8y, ..., 8,
directly from the observations #,, ..., #,, is not allowed [A8.8, A8.10].

—
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Example A8.8
Prove Eq. (A8.83).

Solution

The observed frequencies k. ... kg in the classes {(aj. a2]. (a2, a3y ..., (a4, @y ] reseh
from n trials, where each observation falls into one of the classes {a;, a;,] with probability
p.=F(6,.9,...0)-Fla,0,..,8)i=L.., k. The multinomial distribution applics.
Taking into account Eq. (A6.124), the likelihood function (Eq. (A8.23)) becomes

pf' p:* (AR.87)

n!
gy 3 =7
i Kl kgt

1
IOL(py, s 2= I "-k Hking t otk tnpy, (AB.88)
1.-;- k

with p; =p(8), ... 8.}, py+...+pp =1 and ¥ + .. +k =n. Equation {A8.B) is then

dlnL .
obtained from =0for B;=0;and j=1...r.

¥

A9 Tables and Charts

A9.1 Standard Normal Distribution

2
X
Definition : ¢(f)=Pr['rSr}=ﬁJ: 2 dy, —w<l<ea
Parameters ; E[t]=0, Var[ti=1, Modal value=E[1]
Properties : s O=05 P-nN=1-0{)

efor E{[tl=m and Var[t]=g¢% itis

Y t—m
_{y—m) - 2
]‘ e 2 dr = q,(t;m)

1

j‘e 262 o =L
a 21':_:,n 4 .Jﬂ

F(t)=Prit<1] =

Table A9.1 Standard normal distribution §¢) for r=0.00 - 2.99 (E(t]1=0, vVar[t]=1}

t 0 1 2 3 4 5 6 7 B 9

0.0 S000 5040 5080 5120 5160 5199 5239 5279 5319 5359
&1 23398 5438 5478 5517 5557 5596 5636 5675 5714 5753
.2 5793 5832 5871 5910 5948 5987 6026 6064 6103 6141
0.3 B179 6217 6255 6293 6331 6368 6406 6443 6480 6517
0.4 6554 6591 6628 6664 6700 6736 6772 603 6844 6879
.5 6915 6950 6985 7019 (7054 7088 7123 7157 190 72M
0.6 J257 0 7201 7324 TA5T V3B 7422 7454 7486 7517 7549
0.7 7580 7611 7642 7673 7703 7734 7764 7794 7823 7852
0.8 7881 7910 (793% 7967 7905 8023 BO51 8078 .8106 8133
0.9 8159 8186 8212 8238 8264 8289 8315 B340 8365 8389
1.0 8413 8438 B461 8485 8508 .B531 8554 8577 .8599 8621
1.1 8643 8665 868G 8708 8729 8749 8770 8790 8810 8830
1.2 8843 8360 8888 8007 8925 8944 BOGZ .BORO 3997 9015
1.3 2032 9049 9066 9082 9099 9115 9131 9147 9162 9177
1.4 9192 9207 9222 9236 9251 9265 9279 9292 9306 9319
1.5 9332 9345 9357 9370 9382 9394 9406 9418 .9429 9441
1.6 9452 9463 9474 9484 9495 9305 9515 9525 9535 9545
L7 8554 9564 9573 9582 9591 9599 960R 9616 9625 9633
1.8 D641 9640 9656 9664 9671 9678 9686 9693 9699 9706
1.9 S713 9719 97126 9732 9738 9744 9750 9756 9761 9767
20 9112 9778 9783 9788 9793 9798 9803 9808 9812 5817
21 5821 9826 9830 9834 98IB 9B42 9B46 9850 9854 9857
22 9861 9864 9B6E  9BTL 9875 0878  9831F 9884 9887 98%0
23 9893 0806 9R08 9901 .9904 9906 9909 9911 9913 9916
24 9918 9820 9922 9925 9927 9929 9931 9932 9934 9536
25 9938 9940 9941 9943 9945 9946 9948 9949 9951 9952
26 9953 9955 9956 9957 9959 9960 9961 9962 9963 .9964
27 065 9966 9967 9968 9969 9970 9971 9972 9973 9974
28 9974 9975 99T6 9977 9977 9978 9979 9979 R0 9981

29 9581 9982 9982 9083 9984 9984 9985 9985 9986 9986

Examples: Pr{t<233}=0.9900; Prfts~1}=1-Prit<1j=1- 08413 = 0,1587;
Pr{—l<'|:51|=1-21l’r{ts-l]=l—2(1—Pritsl})=2Pr{151]*1=0.6826

Paminndedl r rAfia 5 e 3 lieers e e r et WLt iaaw,a e o e
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A9.2 yx2-Distribution (Chi-Square Distribution) : A9.3 [-Distribution (Student distribution)
Definition F(t) = Pr{y3 €1} =——— j‘ 3, 24, el
0 N (v+l) t 2 77
22 F( ) Definition : Fo)=Pr{f <} = dx,

J_I‘()“

—00 <t < oo, v=1,2,... (degrees of freedom)

120, v=1, 2, ... {degrees of freedom}

Parameters : E[x%] =V, Vﬂ.r[x%,] =2v, Modalvalue=v-2 (v>2)
¥ Parameters:  E[]1=0, =Y =
Relationsships » Normal distribution ; x% = % Z(i’;j - m)2 . 1 Va.r[t] v=2 v>2), Modal value = 0
52 :
Properties : F(0) = 0.5, F(-t)=1-F
Ei. .... &, independent, normal distrib, P ©) =" @)
with E[£;]=m and Var[;]= o2 Relationsships : = Normal distribution and xi distribution: ¢ = L_
[o2
¥ ci Lt X, fv
2 Eab - . . . . .
» Poisson disdtribution: Y %g Zo1-Ew),  ve2.4,.. £ is normal distributed with E[£] = 0 and Var[£] =1; X% 15
=0 "

. y x2 distributed with v degrees of freedom, £ and xi indep.
» Incomplete Gamma function : Y(E.E] =Fi{1 F(E}

Table A%2 0.05,0.1,0.2, 0.4, 0.6, 0.8, 0.9, 0.95, and 0.975 quantile of the %2 distribution * Cauchy distribution (x =0 and p=1): F(r) with v=1

1y, for which F(gy g)=q: ty g =(x+2Zv=~1)?/2 for v>100)

e 0.05 0.10 0.20 0.40 6.60 0.80 0.90 095 0575

Table A9.3 0.7, 0.8, 0.9, 0.95, 0.975, 0.99, 0.995, 0,999 quantile of the £ distribution
(r‘,,q for which F(lv‘q} =g}

0.003% | 00158 | 0.0642 0.275 0108 1.642 2,706 3341 5.024
0.103 0211 0.446 1.022 1.833 3219 4.605 5991 7378
0.352 0.584 1005 1.369 2.946 4.642 6.251 7.815 $.348
0.711 1.064 1649 2.753 4.045 5.989 7.779 9.488 11.143
1,145 1.610 2343 3.653 5.132 7.289 9.236 11.070 | 12,833
1.635 2204 3070 4.570 6211 8.558 10645 § 12592 | 14449
2.167 2833 3822 5493 7.283 9.803 12017 | 14.067 16.013
2733 3490 4.554 6.423 8.351 11030 | 13.362 | 15507 | 17.335
3.325 4.168 5380 7.357 9.414 12.242 | 144684 | 16919 | 19023
3.940 4.865 6.179 8.295 10.473 13.442 | 15.987 18.307 | 20.483
4.575 5.578 6.989 9.237 11.530 | 14.631 17.275 19.675 | 21.920
5.226 6.304 T.807 10,182 | 12,584 | 15812 | 13549 | 21026 | 23.337
5892 742 8634 11129 | 13.636 | 16985 | 19.812 | 22362 | 24.736
6.571 1790 9.467 12078 | 14.685 | 18151 | 21.064 | 23685 ; 26119

15 7.261 8.547 10.307 13.030 | 15733 | 19311 | 22307 | 24996 | 27488

a.? 0.8 Q0.9 0.95 0.975 0.99 0.995 0.99%

0.7265 1.3764 3.0777 6.3138 12.7062 | 31,8207 | 63.6574 | 318.3088
0.6172 1.0607 1.8856 2.9200 4.3027 6.9646 59248 223271
0.5844 0.9785 1.6377 2.353 31824 4.5407 5.5409 102145
0.5686 0.9410 1.5332 2.1318 27764 17469 4.6041 11732
0.5594 0.9195 1.4759 2.0150 25706 13649 4.0321 5.8934
0.5534 0.9057 1.439% 1.9432 24469 3.1427 37074 52076
0.5491 0.8960 1.414% 1.8946 2.3646 29980 3.4995 47833
0.5459 0.8889 1.3968 1.8595 2.3060 2.8965 3.3554 4.5008
0.5435 0.8834 1.3839 1.8331 22622 2.8214 3.2498 4.2068
0.5415 0.8791 1.3722 18125 22281 2.7638 3.1693 4.1437
0.5399 0.8755 1.3634 1.7959 22010 27181 3.1058 4.0247
0.5386 0.8726 1.3562 1.7823 2.1788 2.6810 3.0545 39296
0.5375 0.8702 1.3502 17709 2.1604 2.6503 323 3.8520

EoRESww s bnawN e~

16 7.962 9312 11.152 13,983 16.780 20455 23,542 26.296 28.845

. 8672 | 10085 | 12002 | 14937 | 17824 | 21615 | 24769 | 27.587 | 30491 05366 | 08681 | 13450 | 17613 | 21448 | 26245 | 29768 | 3784
18 9390 | 10865 | 12.857 | 15893 | 18.868 | 22760 | 25989 | 28860 | 31526 05357 | 0.8662 | 13406 | 17531 21315 | 26025 | 29467 37328
19 10117 | 11651 | 13716 | 16850 | 19.910 | 23900 | 27.204 | 30144 | 32852 05350 | 08647 | 13368 | 17459 | 21199 | 25835 | 29208 | 3.6862
20 10851 | 12443 | 14578 | 17.809 | 20951 | 25038 | 28412 | 31410 | 34470 05344 | 0.8633 13334 | 17396 21098 | 25669 | 235982 3.6458
7} 12338 | 14041 | 16314 | 19729 | 23.031 | 27.301 | 30813 | 33924 | 36.781 05338 | 0.8620 | 13304 | 1734) 21009 | 25524 | 28784 | 3.6105
24 13848 | 15659 | 18.062 | 21652 | 25106 | 29.553 | 33.196 | 36415 | 39.364 0.5333 0.3610 1.3277 17201 20930 | 2.5395 2.8609 3.5794
26 15379 | 17292 | 19820 | 23579 | 27.179 | 31795 | 35563 | 38.88% | 41923 05329 | 0.8600 | 13253 | 17247 | 20860 | 25280 | 28453 | 3.551%
P> 16928 | 18939 | 21588 | 25500 | 29249 | 34007 | 37916 | 41337 | 44.46] 05321 | 08583 | 13212 | 17171 | 20739 | 25083 | 23188 | 3.5050
30 18.493 | 20500 | 23364 | 27.442 | 31316 | 36250 | 40256 | 43773 | 46979 05314 | 08569 | 13178 | 17100 | 20639 | 24922 1 27969 | 34668
Pl 26,509 | 29.05t | 32345 | 37134 | 41622 | 47269 | 51805 | 35758 | 59.342 05309 | 08557 | 13150 | 17056 | 20855 | 24786 | 17787 34350
60 43,188 | 46450 | s0.641 | 56620 | 62135 | 68972 | 74397 | 79082 | 83.298 0.5304 | 0.8546 | 13125 | 17011 | 20484 ; 24671 | 27633 | 3.4082
80 60391 | 64278 | 69207 | 76188 | 82566 | 90405 | 96.578 | 101.879 | 106.62% 0.5300 | 0.8538 | 13104 | L6973 | 20423 | 24573 | 27500 | 33852
100 | 77929 | 82358 | 87.045 | 95.808 | 102.946 | 111667 | 118,498 | 124.342 | 129.561 &2322 3’223 }ﬁé 1‘233 i% 2‘;33? §.7m5 a0
x 21645 | <1282 | 0841 | 0253 | 0253 | os4r } 1282 | 1645 | 1960 05265 | 08461 | 12922 | 16641 | 19901 | 23730 22222—3; 2213;;

05261 0.8452 1.2901 1,6602 1.9840 2.3642 16259 31737
0.5240 0.83410 1.2820 1.6450 196040 2.3260 2.5760 3.0900

Examples: Plhiano)= 09— thixno = 13368, Fihigns) =0l hsn o =-13368

8 5888sggﬁBSG;S;GKG;:aamqmmamn_ Z

. 140 )
Extmples: Flryg9)= 0.9 — 116,09 = 23.542; Eig“” =1-F(26) forv=18 = 0.0998
=g
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A9.4 .F-Distribution (Fisher distribution)

vl =2

L ki
(l 2} | 2

M V2
Definition : F(t) = Pr[F_}———w 2y2
i e !

7}
(V1I+V2) 2

t 20, vy, Vo =1, 2, ... (degrees of freedom)
1+ V2 2
2v§(v1+v2—2}

2), VarlF]=
B O TR

Parameters . E[F 1=

(V'Z > 4)»

Modal value = w)ﬁ (vi>2)
2wy + v2
I P oA
Relationships : +%* distribution : F =
sz/Vz

for x%,l and xf,z see also the first relationship of Section A9.2

» Binornial distribution : Z{ )p A-pyi=1- | L
i k+l 1-p

with vy = 20+ 1 and v, =2(n—k)

Table A%.4a  0.90 quantile of the F distribution
(“"1- v, 0.9 for which F(r"'p"'z' 0.9 y=0.9})

Wl 2 3 4 5 | 6 8 | 10 | 20 [ 50! =
4

39.86 | 49.50 | 53.59 | 55.83 | 57.24 | 5820 ) 3944 | 60.19 | 61.74 | 6269 | 63.33
8526 | 9.000 | 9.162 | 9243 | 9293 | 9.325 | 9.367 | 9.392 | 9441 | 9471 | 4491
5538 | 5462 | 5391 | 5343 | 5309 | 5.285 | 5.252 | 5230 | 5.184 | 5155 | 5.134
4.545 | 4325 | 4.191 | 4.107 | 4051 | 4.000 | 3955 | 3.920 | 3.844 | 3795 | 1761
4060 | 3780 | 3619 | 3520 | 3453 | 3404 | 3339 | 3297 | 3.207 | 3.347 | 3108
3.776 | 3463 | 3289 1 3.181 | 3.107 | 3.055 | 2.983 | 2,937 | 2836 | 2.770 | 2722
3,589 | 3,257 | 3.074 | 2960 | 2883 ; 2.827 | 2752 | 2702 | 2.595 | 2.523 | 2471
3458 | 3.113 | 2524 | 2806 | 2.726 | 2.668 | 2.589 | 2538 | 2425 | 2348 | 2.293
3360 | 3.006 | 2.813 | 2.693 | 2.611 | 2.551 | 2469 | 2.416 | 2,298 | 2.218 | 2.159
3285 | 2924 | 2,728 | 2.605 | 2.522 | 2461 [ 2377 | 2323 | 2201 | 2.117 | 2.055
3,176 | 2.807 | 2605 | 2480 | 2.354 | 2331 | 2.245 | 2.188 | 2.060 | 1.970 | 1.94
3.102 | 2726 | 2522 | 2395 { 2307 | 2.243 | 2154 | 2.095 | 1.962 | 1.869 | L7597
3.048 | 2.668 | 2462 | 2333 | 2244 | 2.178 | 2.G88 | 2.028 | 1.891 | 1.793 | 1.718
3007 | 2624 | 2416 | 2286 | 2.196 | 2.130 | 2038 | 1977 | 1.837 | 1.736 | L657
2975 | 2.580 | 2380 | 2249 | 2158 | 2,091 | 1998 | 1937 | 1.79%4 | 1690 | L1607
2881 | 2480 | 2276 | 2142 | 2.049 | 1980 | 1.884 | 1819 | 1.667 | 1552 | 1456
2809 | 2412 | 2197 | 2061 | 1.966 | 1.895 { 1.796 | 1,729 | 1.568 | 1441 | 1.327
100 275 | 2356 | 2139 2002 | 1906 | 1.834 | 1.732 | 1.663 | 1.494 | 1355 | 1214
1000 ] 271 | 2308 | 2089 | 1.950 | 1.853 | 1780 | 1.676 | 1.605 | 1428 | 1.273 | 1.060

a0 2705 | 2303 | 2084 | 1945 | 1.847 | 1.774 | L1670 | 1599 | 1421 | 1263 | 1.000

Example: v, =10, v =16 typ 1609 = 2028

BEEEEFRBe®aaus L~
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Table A9.4b  0.95 quantile of the JF' distribution (see Table A9.4a)

1 2 3 4 5 3 8 10 il 30 ]

161.4 | 199.5 | 2157 | 224.6 ] 230.2 | 2340 | 2389 | 2419} 248.0 | 2518 | 254.3
851 | 1900 | 1946 | 19251 1230 | 1933 | 1937 | 1940 1945 | 1948 | 19.50
10.13 | 9552 | 9.277 | 9.117 | 9013 | 8541 | 8845 | 8785 B.660 | 8.581 | B8.526
T09 | 6944 | 6.591 | 6388 | 6.256 | 6.163 | 6.041 | 5964 | 5.802 | 5699 | 5.628
6.608 | 5786 | 5409 | 5192 | 5050 | 4.950 | 4818 | 4.735| 4558 | 4.444 | 4.365
5987 | 5143 | 4757 | 4534 | 4387 | 4284 | 4.147 | 4060 | 3.874 | 3.754 | 3.669
5591 | 4737 | 4347 | 41204 3971 | 3866 3.726 | 3636 3444 | 3319 3230
5318 | 4459 | 4066 | 3838 | 3687 | 3.58¢ | 3.438 | 3347 | 3.150 | 3.020 | 2928
5117 | 4256 | 3.863 | 3.633 | 3482 | 3.374 | 3.230 | 3.137 | 2936 | 2.803 | 2.707
4965 | 4.103 | 3,708 | 3478 | 3326 | 3.217 | 3.072 | 2978 2774 | 2.637 | 2.538
4747 | 3885 | 3490 | 3259 | 3106 | 2996 | AB49 ) 27530 2544 | 2401 | 2296
4600 | 3739 | 3344 | 3012 | 2958 | 2.848 | 2.699 | 2.602 | 2388 | 2.240 | 2131
4494 | 3.634 | 3.239 | 3007 | 2852 | 2.741; 2.591 | 2493 2.276 | 2124 | 2,010
4414 | 3555 | 3.160 | 2928 | 2773 | 2.661 | 2510 | 2412 | 2191 | 2.035 | 1917
4351 | 3493 | 3.098 | 2866 | 2711 | 2.599 ) 2.447 | 2348 | 2124 | 1.966 | 1.843
4171 | 3316 | 2.922 | 2690 | 2554 24201 2.266 | 2165 | 1832 5761 | 1622
4034 | 3183 | 2790 | 2557 | 2400 | 2.286( 2.130 | 2026 | 1.784 | 1.599 | 1438
3.930 | 3.087 | 2.695| 2463 | 2305 | 2.191 2.032 | 1.927 | 1.676 | 1477 | 1.283
3851 | 3.005 | 2614 | 2381 | 2223 | 2.108§ 1.948 | 1.840 | 1.581 ( 1.363 | 1.078

._
-

- -— -

H §888853#5@@m4@m¢.mu_ %

3.841 | 2996 | 2.605 | 2372 | 2214 | 2.099 | 1938 [ 1.831 | 1570 | 1350 | 1.000

A9.5 Table for the Kolmogorov-Smirnov Test

D,= sup | B(-F®|. F,(+) = empirical distribution function
Tk Fy(z) = postulated continuous distrib. function

Table A9.5 | —a quantile of the distribution function of D,, (Pr{D, S y_q | Hp true}=1-a)

=

=020 010 0.05 0.02 0.01 n |a=020; 010 0.05 0.02 0.01

D900 | 0950 ; 0975 | 0900 0993 |21 | G226 | 025%: 0287 | 0321 0.344
684 176 842 900 929 | 22 221 253 281 314 337
565 636 708 785 829 | 23 216 47 275 X7 330
493 565 624 689 74 1 24 212 242 269 301 323
47 509 563 627 669 | 25 208 238 264 205 317
410 468 | . 519 577 617 { 26 204 233 259 200 n
181 436 483 538 5127 200 229 254 284 303
358 410 454 507 542 | 28 197 225 250 279 300
339 387 430 4380 513 |29 193 221 146 275 295

10 323 369 409 457 480 | 30 150 218 242 210 290

11 309 as2 b2y | 437 468 [ 32 184 11 s 262 281

12 296 338 375 419 449 | 34 179 205 227 254 273

13 285 325 361 404 432 | 36 174 199 221 247 265

14 275 314 349 390 418 § 38 170 194 215 pL3 258

15 266 04 338 377 404 165 189 210 235 252

16 258 295 327 366 392 162 85 205 29 246

17 250 286 kit 355 381 158 181 201 224 241

18 244 279 300 346 37 155 177 196 219 235

19 237 271 301 337 361 151 73 192 21% 231

20 232 263 94 329 352 148 170 138 211 226

D00 =] O LA R )

SERE8S

Example: n =20, o = 0.10 = y,_, = 0.265 for 1070 | 1220 | 1360 | 1320 | 1630

i T il e~ e =l ey -l v
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A9.6 Gamma function

Definition :

Special values :
Factorial .

Relationships :

I'(z)= Ixz'l e Ydx,
0

Re(z) > 0 (Euler's integral}, solution of
Iiz+1)=zl(z)with'(1) =1
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A9.7 Laplace Transform

F(s)= [ ¥ F()dt
0
F(t) defined forz = 0, F(r) piecewise continuos,

Bt ] < Ae? (0<A, B<w)

Definition :

['(0) = oo, T(%):«/E. F=T@2)=1, I(e)=c

al=T+ )= Zra™/ 2,902 gepge]
1
» Beta function : B(z, w)=[a* 1 (1-x)" "dx = H)Tw)
0 I'z+w)
= Psi function : y(z} = @
z

» Incomplete Gamma function :

0

i
Y(z,0)= [« e dx, Re(z)>0

Table A9.6 Gamma function for 1.0 < 51,99 (¢ real), for other values use ['(z + 1) = zI'(z)

Ctjee

Inverse transform: F(r)=r J F(s)e™ ds

JC-jeo

the integral exists in the halfplane defined by

Re(s)=C> B, j=+-1

Table A9. 78 Properties of the Laplace Transform

t 0 i 2 3 4 5 ] 7 g 9
100 [1.0000 9943 9888 9835 9784 9735 9687 9641 9597 9554
L10 | 9513 9474 0436 9399 9364 9330 9208 0267 9237 9209
120 | 9182 9156 9131 9107 8085 .5064 5044 9025 9007 8990
130 | 8975 89560 .BO46 8934 8022 8911 .8%02 .BEO3 8885  BR78
140 | 8873 8868 8863 .3B60 .B853 .B8S7 .B856 BB36 .8B37  .BRY9
1.50 | 8862 8866 BB70 B876 B8R2 .B8RY .BRY96 8905 8914 924
160 | 8935 8947 8659 8972 8986 5001 9017 9033 9050 9068

CL70 | 908 9106 9126 9147 9168 9191 9214 9238 9262 9288
180 | 9314 9341 9368 9307 %426 9456 9487 9518 9551 9584
1.90 | 9618 9652 9688 9724 9761 9799 9837 9877 9917 9958

I'(1.25)

Examples: 171.25) = 09064 [(0.25) = o2

=3.6256; T(2.25) = 1.25 - I'{1.25) = 1.133

Transform Domain Time Domain
Linearity ay Fy(8) +az By (5) a Fy(t)+ay By (1)
Secale Change Fls/ o) aFlan, a>0
Shift F(s-a) 2T (1)

¢35 F(s) Fit—au(t—a), a>0

- "

Differentiasion 5" F(s) - s"~L E(0)— ... - - (+0) % = F()

d Eis)

=1)"¢" Fix
e (-1} (1)

1. !

Integration 3 Fis} J"F(x) ax
0

T F

[Raoydz %)

5
Convolution - - §
FF) B(s) By R Fa (e - x)ax

0

Initial and Figal *  lim s ¥(s) lim F{e)
ValueTheorems 77 1o

lims#(s) limF(s)

250 1 =doa

* cxistence of the limits is assumed
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Table A9.7b  Important Laplace Transforms

A9.8 Probability Charts

Transform Domain Time Domain
Fs)= fF{r}e‘“ dt ) A distribution function appears as a straight line when plotted on a probability chart
0 belonging to its family. The use of probability charts simplifies the analysis and
1 Impulse (8(0)) interpretation of data, in particular of life times or failure-free operating times. In
1 the following the charts for logrormal, Weibull, and normal distributions are given
" Unit step (u(r)=0 forr< 0, 12 fori=0, tfort>0) (see Section AB.1.3 for the derivation of the Weibull probability chart).
! =12 i 1=1.2 or=1
e TR (-t mEE e A9.8.1 Lognormal Probability Chart
n—l
S (‘ e The distribution function (Eq. (A6.110)
(s +a) =13
_ (ny+lnay? L(g N
n a& n (a.i‘)i e—ﬂl’ t 1 202 1 -
. F(t)= ——|—e dy = — e Zdx, t20, La>0
i=0 (s+a)"! =0 © o2rgY Y V2n _Jm
B_I e - . - “
_l_ﬁ' B3>0 re B=n T =1y appears as a straight line on the chart of Fig, A9.1 (A in h~1).
(s+a) ()
F{:
_......1_‘ a+h M ‘(i )
{(s+ays+b) a-b 099
b ge a4t —pe~t1 0.98
wracre 7P alh
0.95
1 asbuc {c=b)e % +(g— e ¥ + (b -a)ec?
(s+a)(s+B)(s+¢) {a—b)b-c)c-a) 09
1 1.
m E sin(gzq) 0.8
§ 0.7
2+al cos(s) 0.6
’ 05
~—2—1 LBt singaur) 0.4
s+ +a? o 03
s+p Bt
—_(s+ B)z ol e Floos(cer) 02
—jws 2 ginta 0.1
21 ¥ 20:sm( )]
0.05
ﬁ’ Qs) = H("“t) EMeﬂ* r‘ Q'(a,:)= a‘Q(s)' 002
Qs) k1 1=1Q () i 001 >
0.1 02 04 06 081 2 4 & 8 10 20 30 [h]

Figuie A9.1 Lognormal probability chart

F T N R e Joy RPN S SN
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A98.2 Weibul Probability Chart

ThemmﬁmnmnﬁmmmnF@):l-e*“ﬁ,xao,hﬁ>0(Eq4Aasm)qqnmsa
a straight line on the chart of Fig. A%.2 (A inh1), see Appendix A8.1.3 for a
demonstration; on the dashed line A =1/¢, P appears on the scale log;log)g l—#F(r)

when ¢ is varied by one decade (see Figs. A8.2,7.12, and 7.13).

1
—F{} ?
- +0.5

0.0
- 0.5

-10

F-1.5

A9 Tables and Charts

- 20

> ¢t [

F Y
]

log; plag, 4 3

IS ) D U R 0 O Ry A R A A (Y

-
=

F(t

g =
L= B =]

0.95

o | oo
oL o oo

|- PR Y I S | R T | QR KR B - PR

=
<

jt}
<

0.2

0.15

0.1

0.08
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0.03

002

& &10°

6 8 167

6 810!
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A9.8.3 Normal Probability Chart

The distribution function (Eq. (A6.103))

(y-m)’ Ll
; 2o T xz t—m
F{) = e dy=—— ¢ de = D=7,
w o42n ;L Y n o

appears as a straight line on the chart of Fig. A9.3,

q)(f—cm

4

— el E, e,

09995

0999

0.998

0.955 -~

0.99
0.98

095

090

0.80

070

0.60

0.50

0.40

0.30

0.20

0.10

0.05

0.02

0.01

0.005

0.002

0.001

0.0005

475

=0

0.0001
-5 -4 -3 -2 =1 0 1 2

Figure A9.3 Normal probability chart (standard normal distribution)
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